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Appendix B

Dynamic Bias in CT

CT relies on the attenuation of a beam of (high-energy) photons that travels through a medium consisting of air and water. As the attenuation follows an exponential-law, errors in the estimated fraction of gas (air) along a line through the two-phase mixture arise as a consequence of fluctuations in time of the gas (air)-fraction. This is easily understood, as the ensemble average of the logarithm of the attenutation ratio is different from the logarithm of the ensemble average of the attenutation ratio i.e.
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:In CT, we use many different scanning lines for the -beam and try to reconstruct the 2-dimensional gas fraction field in a time averaged sense from these chordal measurements. Obviously, every measurement will be an average in time and thus ‘spoiled’ by the above inequality. The question addressed in this section is:

· What is the influence of fluctuations in the gas fraction in a part of the measuring plane? 

This error is quantified by the ‘dynamic bias’ defined as:
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where 
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 is the true time average defined as:
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and 
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 is the time average from CT obtained from:
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where 
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 is the mean free path, 
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, is the projection measurement obtained from CT. This study attempts to quantify the limits on the dynamic bias for different CT sampling 

rates 
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 and bubbling frequency 
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, propagation of dynamic bias error from pixel to pixel and sensitivity of the error to the gradients in the holdup distribution.

B.1
Approach

To answer these questions numerical data are generated and reconstructed. The advantage is that these data can be noise-free and the fluctuating gas fraction is known exactly. 
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Figure B-1. Schematic of Radiation Received by Detector Traveling through Column Media

Figure B-1 shows the principle of this simulation. The gas fraction distribution is represented by a N*N grid (6*6 in the figure). In each grid cell there is a gas fraction, (i,j) which in principle is a function of time. A measurement is performed by having a line-beam of ’s cross the measuring area, i.e. the grid, in a specified direction. The beams are assumed to be generated corresponding to the fan beam geometry found in the CT set-up at CREL. The lines thereby pass through various grid cells and will be 

attenuated by that cell according to the gas fraction in that cell and the path length l(k,n) (in blue in the figure B-1.) through that cell. When leaving the grid, the number of counts received in the sampling time can thus be calculated (assuming 
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where p=1 to N*N pixels. For the reconstruction of N*N pixels, at least N*N independent measurements M(k) are required. It is convenient to introduce the vector A (of length N*N) that contains all (i,j) values, defined as:
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where k=1,2,…,N*N, I=1,2,..N and j=1,2,..N. These N*N measurements correspond to the total number of projections used in the CT measurements (for eg. 9702 projections).

B.2
Forward Problem

Now the ‘forward problem’ that simulates the measurement along N*N independent lines, can be written as:
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with the matrix L (N*N,N*N) containing on each row the length of the paths of a -beam through the individual cells. It will be clear that L contains many zeros. Hence the information contained in L is stored in a single dimension array with another single dimensional array containing the location of the non-zero elements of the original L array.

So, the task is now to: (i) prescribe (i,j), (ii) set up L and (iii) carry out measurements over a given time interval, t. The latter is done by sub-dividing the actual interval t into smaller intervals of length t, during which the fluctuating (i,j) is kept constant. Obviously, this is just digitizing of (i,j) in time. Summing all the contributions to the count rate of the intervals t, gives the count rate in t. Depending on the choice of the 

time scale of the gas fraction fluctuations (and the amplitude of that) this has a weak or strong effect on the reconstructed gas fraction distribution.

B.3
Backward Problem

The backward problem, i.e. the reconstruction of (i,j) from M(k) can be done by using the EM algorithm which needs the projection measurements and the information about the L matrix and the convergence criterion. In this way the combined effect of the fluctuations and the use of the algorithm can be investigated without the influence of measurement noise.

B.4
Implementation

The calculation of the L-matrix, generation of a fluctuating gas fraction and the calculation of the measured count rate is done in a FORTRAN code. The generation of L matrix for the fan – beam geometry uses the code FANMAT.f developed by Kumar (1994). This code uses a sub-sampling time of t=1e-3 (value can be changed in the include-file). So 50 samples for one measurement (Nsamples=50) would result in a sampling time of 50ms. 

The gas fraction distribution is created (for each specific time-interval t it is recalculated) by assuming that in each grid cell, the gas fraction fluctuates according to a block function, mimicking the passage of a bubble or group of bubbles. So, the ‘instantaneous’ gas fraction in a cell as a function of time looks like:
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Figure B-2. Details of Simulated Gas Holdup Fraction

Four parameters are important here:

(i,j), the period of the fluctuation in cell (i,j). This time is coupled to the velocity profile of the bubbles and a characteristic length scale s. In the example-program the velocity varies from relatively low at the walls to high in the center, for s the arbitrary value 1e-2m is chosen. 

fraction(i,j), representing the fraction of time that the gas fraction is low. This value controls the true time-averaged gas fraction.

Two (i,j) base levels: a low value and a high value. Obviously, also these influence the true time-averaged gas fraction. Once the instantaneous gas fraction distribution is calculated, an instantaneous count rate is calculated.Subsequently, the contribution to the true time averaged gas fraction and the number of counts are each added to the mean gas fraction and the total count rate for the entire measuring period. Then, the cycle is repeated. Finally the data are written to file: Once these data are generated, the EM algorithm recalculates the gas fraction profile according to equation (7-32). The caculated values are then compared with the original time averaged gas holdup distributions. These results are discussed below in the following section.
B.5
Results and Discussion of Dynamic Bias Error

B.5.1
Dynamic Bias in N*N Pixels

In this section the dynamic bias error has been evaluated for three different types of input gas fields and for two different pixel sizes (4 X 4 and 20 X 20) for each input. The inputs differ in the ratio of time scale of holdup fluctuation to CT sampling time i.e. 
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Error with Input of Type 1

The details of the holdup variation corresponding to input of type 1 is shown below in Figure B-3. The holdup variation in each of the 4 X 4 pixels is the same and they are all 
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synchronized. This results in the following true and reconstructed time averages: This comparison shows that there are slight differences between the reconstructed and the true time average field. The errors however are seen to vary between –0.8% to –2.4%. The errors in the center for this case seem very slightly higher than the errors near the wall. For the same type of input when 20 X 20 pixels are used the errors increase slightly but they are still seen to be between –0.8% to –4%.

Figure B-3. The Parameters are t = 0.01s; = 0.0327s, Alav = 0.125, Nsample = 100
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Figure B-4.Comparison of True Time Average with Reconstructed Time Average for Input of Type 1 on a 4 X 4 Pixel

The details of inputs of type 2 and type3 are shown below in Figures B-5 and B-6 respectively. For both these inputs the errors are between –0.8 to –2 % for the 4 X 4 pixel 

and –0.8 to –4 % for the 20 X 20 case. These studies seem to suggest that the errors due to the dynamic biasing are not considerable and therefore the CT determined holdup values may be considered truly representative of the time averaged gas holdup local value.

Table B-1. True Time Averaged Distribution for Input Type 1

Table B-2. Reconstructed Time Averaged Holdup for Input of Type 1


Figure B-5. The Parameters are t = 1e-3 s; = 0.0327 s, Alav = 0.125, Nsample=100
Figure B-6. The Parameters are t =1e-2 s; = 0.00327 s, Alav = 0.123, Nsample=100
B.6
Conclusions on the Dynamic Bias in CT

For all current simulations it was assumed that the CT sampling times are long enough for source emissions to be considered constant (for details refer to Wyman and Harris, 

1985). Dynamic Bias (DB) effect was studied in N pixels. DB in Npixels has been studied numerically. The EM algorithm was used for the numerical procedure after ensuring that the E.M. algorithm does not introduce any errors of its own. Effect of three types of holdup profiles were studied on two different grid sizes (4 X 4 and 20X 20). For the smaller grid size for all 4 input types the reconstruction overestimated the holdup and errors were of the order -2.5 to -0.8 %. Smaller sampling times reduce the DB but very small intervals are expected to increase error due to source fluctuation. If sampling time is smaller than bubbling time scale then less error is introduced. With larger number of pixels DB increases. For input types 1-3 (CT sampling time comparable to bubble time scale, less than bubble time scale and greater than bubble time scale) error was in the range of –4 to –0.8 %, slightly larger than the errors with smaller pixel. Based on the obtained estimates of the dynamic bias errors in the current holdup measurements by our CT are quite reliable.
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