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ABSTRACT

CHURN-TURBULENT BUBBLE COLUMNS
- EXPERIMENTS AND MODELING -

by Puneet Gupta

ADVISORS: Prof. M. P. Dudukovic’ and Prof. M. H. Al-Dahhan

May, 2002

Saint Louis, Missouri

A fundamental understanding of hydrodynamics is critical to the design and scale-up of
bubble column reactors. Towards this goal, systematic experimental and theoretical
investigations were conducted to improve the diagnostic tools for assessing bubble
column hydrodynamics. The first experimental contribution of this study concerns the
development of a novel signal-filtration technique to obtain liquid-phase tracer responses
from conductance measurements in gas-liquid flows, which are systematically corrupted
due to frequent bubble passage over the probe measurement volume. The usefulness of

the developed algorithm was demonstrated in a countercurrent trayed bubble column and



extended to study liquid tracer responses in a batch bubble column. The second
contribution pertains to the development of a Monte Carlo simulation technique for
efficient non-invasive tracking of a radioactive tracer particle. The developed simulation
tool was integrated for simulating detector responses in a multi-detector setup and used to
study the effect of media-density distribution on detector efficiencies. The developed
technique was further validated against experimental data and applied to a gas-liquid flow
in a stainless steel bubble column. Lastly, protocols were developed for executing

radioactive tracer tests and y-scans on pilot-scale bubble columns and data interpretation.

The second part of this study deals with developing a consistent hydrodynamic
formulation based on the Euler-Euler two-fluid approach for modeling gas-liquid flows in
bubble column reactors. The predicted phase recirculations were subsequently coupled
with species transport equations for a gas tracer based on two competing models. The
first assumes that the gas-phase hydrodynamics is represented by a single bubble size,
whereas the second assumes a radially varying bubble size. The models were applied for
interpretation of radioactive tracer data from a pilot-scale reactor used for methanol
synthesis. The first model was extended to interpret gas, liquid and catalyst tracer test
data acquired in another pilot-scale reactor used for Fischer-Tropsch synthesis. The
predicted phase mixing is presented for a number of operating conditions along with
comparison to experimental data. It is concluded that when the regime of bubble column
operation is churn-turbulent and substantially removed from the transition regime, the

model predictions are in reasonably good agreement with experimental data.
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Chapter 1. Introduction

1.1. Motivation

Multiphase reactors are at the heart of chemical reaction engineering. Reactions
between gas and liquid are frequently encountered both in chemical and biochemical
practice. The classification of gas-liquid reactors is based on the dispersed phase nature
and, hence, two main groups of such contactors are defined - reactors with dispersed gas
phase and reactors with dispersed liquid phase. For a majority of gas-liquid reactions,
the interfacial mass transfer resistance is concentrated in the liquid phase, leading to the
application of reactors with continuous liquid and dispersed gas phase. In cases where the
third solid phase is also present, the choice of the liquid as the continuous phase is
understandable regarding the requirements of the highest possible solids hold-up and
minimum energy consumption for its dispersion. Bubble column reactors are at the
forefront of such applications.

Figure 1-1 shows a typical bubble column, where both the liquid and the gas are
introduced at the bottom of the column. This reactor configuration has been widely used
mainly because of the ease of construction, low cost, simplicity of operation, ability to
handle solids, excellent heat and mass transfer characteristics and no direct sealing
problems due to absence of mechanically moving parts. Tables 1-1 and 1-2 list some of
the industrial applications of bubble columns (Luo, 1993). In addition, new avenues for
bubble column application are being regularly explored especially in the biotechnological
areas such as effluent treatment, single cell protein production, antibiotic fermentation
and animal cell culture (Chisti, 1989). From Tables 1-1 and 1-2, it can be seen that this
class of reactors has a wide range of important applications both in the chemical and

biochemical engineering fields.
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Figure 1-1. Schematic of a bubble column configuration.

In spite of the simplicity in mechanical design, the fluid dynamics associated with
the operation of a bubble column reactor are so complex that no reliable fundamental
scale-up rules could be established over the past 50 years of research in this area.
Moreover, most of the detailed hydrodynamic studies reported in the literature have been
conducted using air and water as the two phases with the system operated at atmospheric
pressures (Devanathan et al., 1990; Devanathan, 1991; Tzeng et al., 1993; Degaleesan,
1997). However, the chemical industry places demands on operating large diameter
bubble columns at high superficial gas velocities under high pressures for gas-liquid
systems other than air-water. Under these conditions, bubble columns operate in the
churn-turbulent regime characterized by frequent bubble coalescence and breakage and a
nearly chaotic two-phase system (Vermeer and Krishna, 1981; Wilkinson ef al., 1992; de
Swart, 1996; Letzel et al., 1997, Chen et al., 1999). The churn-turbulent regime of
operation has specifically gained importance with regards to Syngas conversion
processes, such as the liquid phase synthesis of methanol and the Fischer-Tropsch (FT)
synthesis of heavy paraffins, as alternate sources of fuels (Armstrong et al., 1993;
Wender, 1996; Maretto and Krishna, 1999; Krishna et al., 2001). However, given the



3
current state of technology and fundamental understanding of these complex multiphase

flows in general, and their interactions with chemistry in particular, numerous avenues
exist for improvements in flow characterization, modeling, design and scale-up of bubble
column reactors. The primary motivation of this study is to advance the current state of
modeling and characterization of flow and interphase mass transfer phenomena in bubble
column systems in accordance with the Department of Energy (DOE) objectives for
developing the slurry bubble column technology to process Syngas into value-added

chemicals.

Table 1-1. Examples of industrial processes in two-phase bubble columns (Luo, 1993)

Process Main Product

Oxidation of
Ethylene (partial) Vinyl Acetate (Acetaldehyde)
Cumene Cumene hydroperoxide
Butane Acetic acid, MEK
Toluene Benzoic acid
Xylene Pthalic acid

Wet oxidation of effluents

Oxychlorination of ethylene

Chlorination of
Aliphatic hydrocarbons
Aromatic hydrocarbons

Alkylation of
Methanol
Benzene

Isobutene hydration

Oxysulphonation of paraffins

Dichloroethane

Chloroparaffin
Chlorinated aromatics

Acetic acid
Ethylbenzene, cumene

tert-Butanol

Paraffin sulphonate




Table 1-2. Examples of industrial processes in three-phase bubble columns (Luo, 1993)

Process « - Solids

Production of Al-alkyls  Ca(HSOs), as reactant
Coal hydrogenation Coal particles

SO; removal from tail gas Ca0 and CaCO;
Wet oxidation of effluent sludge Sludge
Biotechnological processes Biomass as reactant
Production of single cell protein Cells as reactant
Animal cell culture Cells as reactant
Effluent treatment Particles as reactant
Polymerization of olefins Polyolefins
Oxamide synthesis of HCN oxidation Oxamide
Production of biomass Biomass as product
Hydrogenation of oils Catalyst

Coal hydrogenation Catalyst

Synthesis of methanol Catalyst
Fischer-Tropsch synthesis Catalyst

Numerous oxidation and hydrogenation processes Catalyst

1.2.  State of the Art

Figure 1-2 shows the most important design and operating parameters affecting
bubble column phenomena and performance. One of the primary tasks in the current
methodology of bubble column design involves description of the degree of mixing of
each of the involved phases, which is subsequently used along with the chemistry to
estimate the reactor performance viz. the conversion, yield and selectivity. As with most

multiphase flow situations, bubble-column reactors show a large deviation from ideal
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mixing (perfect mixing or plug-flow). Moreover, since the fluid-dynamically controlled

mixing is only approximately known, the final reactor is generally larger than the
preliminary estimates based on ideal flow pattern assumptions. Consequently, much
attention has been paid to the experimental determination of mixing parameters
describing the state of non-ideal gas-liquid mixing because of the inherent lack of
fundamental understanding of the multiphase mixing in bubble column reactors. Better
understanding of these phenomena should lead to improved and more economical reactor

sizing and performance.

Operating Variables Physical & Thermodynamic
*Gas flow rate Properties Kinetics
» Liquid flow rate
(withdrawal) l /
+ Gas and/or liquid \[
recycle rate BC Phenomena
*Feed temperature
and composition ® Bubble (Growth, Coalescence, Re-dispersion)
s Catalyst renewal rate ®* Gas Holdup
*Pressure ol i: o
. Other iquid (Turbulence and Backmixing)

* Mass Transfer (Gas-Liquid, Liquid-Solid)
¢ Catalyst (Recirculation, Agglomeration, Concentration)

Design Variables * Flow Regime

* Sparger / ® Heat Transfer
* Reactor geometry
*Reactor internals l

+ Catalyst activity,
size, concentration

'2’:.?‘ transfer duty Reactor Performance
. er

Figure 1-2. Variables affecting bubble-column phenomena and performance.

1.2.1. Degree of Mixing in a Bubble Column

The mixing of individual phases in gas-liquid reactors can be characterized
according to the scale of mixing considered -- micromixing or macromixing. Description
of micromixing requires flow quantification at very small scales and of contact times of

individual molecules. The extent of micromixing is not quantified by the residence time
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distribution and depends solely on the time of association between individualized units of

the fluid. Macromixing on the other hand is characterized by the residence time
distribution of the phase under consideration. The majority of published literature on
mixing has been devoted to studying homogeneous systems, whereas only a limited
number of studies have been reported on mixing in heterogeneous reaction systems.

Of the vast amount of literature on the degree of mixing in bubble columns
published over the past 30 years, some of the studies that provide insight into the churn
turbulent flow regime have been discussed by Kastanek et al. (1993). The survey of other
studies can be found in the review articles of Mashelkar (1970) and Shah et al. (1982).
Most of the reported studies have used axial dispersion to model the flow. As an
alternative, a slug-cell-model was developed by Myers et al. (1987) to describe the
liquid-phase mixing in churn-turbulent bubble columns. Recently, some efforts have been
made to explain the liquid phase flow in terms of a recycle with cross flow model
(Degaleesan ef al., 1996°; Degaleesan, 1997). The model predicts well the experimental
tracer data when the axial dispersion coefficients in the two liquid regions are taken as
the axial turbulent diffusion coefficients, and the exchange between the two zones is
represented in terms of the radial turbulent diffusion coefficient. These turbulent
diffusion coefficients were calculated from the velocity fluctuations obtained by the
Computer Automated Radioactive Particle Tracking (CARPT) technique. The analysis of
experimental results from these studies reported in the literature clearly shows that the
axial mixing of liquid in bubble column reactors is decisively influenced by the gas flow
rate and reactor diameter. A summary of the correlations for estimating the liquid (E)
and gas (Eg) phase dispersion coefficients is presented by Kastanek ef al. (1993).

As compared to the liquid phase mixing, the investigation of gas phase
backmixing has received significantly less attention. This is mainly due to the assumption
that gas phase is in plug flow in bubble columns of industrial importance. The second
reason is that there are considerable problems involved with the determination of reliable
gas residence time distribution (RTD) data. The experimental data found in the literature
are often contradictory and qualitative conclusions and recommendations are remarkably

at variance. These contradictions can be ascribed primarily to the effect of the mode and
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quality of inlet gas distribution on the character of gas flow. In general, Kastanek ez al.

(1993) propose that there are two different ways by which the type of distributor and its
geometry can influence gas phase backmixing. The main effect is on the formation and
stability of homogeneous or turbulent bubbling regime. Second, the working regime of
the distributor plate in turbulent bubbling conditions plays an important role, as the non-
uniform distribution of the gas induces macro-circulation flow patterns of the liquid

phase in the column which in turn contribute to the extent of gas phase backmixing.

1.2.2. Flow Regimes in a Bubble Column

The nature and mechanism of mixing in bubble column reactors is primarily
governed by the ensuing flow regime, which in turn is dependent on the employed set of
operating conditions. Of the several controllable operating variables, the superficial gas
velocity appears to hold the key in dictating the flow regime of operation. Therefore,
depending on the gas superficial velocities employed, bubble columns can be operated
under two broadly classified regimes: the bubbly and the churn-turbulent regimes. Some
authors also refer to the homogeneous bubbling regime which is claimed to provide even
better mass and heat transfer characteristics (Kastanek ef al., 1993). They point out that
this regime should not be confused with the bubbly flow regime. The bubbly flow regime
is stable only at close to atmospheric pressure conditions with gas superficial velocities
less than or equal to 3 cm/sec and is characterized by the upward movement of non-
interacting bubbles through the liquid phase. On the other hand, a high bubble
population density characterizes the fully developed Aomogerneous bubbling regime and
thereby ensures close contact of bubbles in the column. However, because of the almost
uniform bubble size distribution and thus a constant bubble rise velocity, almost no
mutual interference of bubbles occurs and there is a low degree of macro-turbulence.
This in turn results in a uniform radial and axial distribution of the gas hold-up. This
regime can exist alternatively with the churn-turbulent regime even at gas velocities
above 0.1 m/sec, depending on the gas distributor type and geometry, bubble column

dimensions and the physical properties of the phases. The homogeneous bubbling regime
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is less stable than the churn-turbulent regime and its existence is limited to a certain

upper value of the superficial gas velocity. Beyond this superficial gas velocity, the
disintegration of the bubble structure in the column occurs with a subsequent transition to
the heterogeneous churn-turbulent regime. In general, the conditions for existence of the
homogeneous bubbling at high gas superficial gas velocities (at which usually the churn-
turbulent regime would prevail) are a rigidly and firmly mounted column with a sintered
plate distributor and a liquid phase with a low coalescing nature. Poulsen and Iversen
(1998) found that using punctured rubber-membrane spargers results in the formation of
smaller and uniform bubbles even at relatively high superficial gas velocities. This
consequently results in approximately doubling of the volumetric mass transfer
coefficient as compared to the cases using rigid spargers. Figure 1-3 shows the different
regimes that can exist in a bubble column. Besides bubbly, homogeneous bubbly and
churn turbulent regimes, two other flow regimes that are known to occur in vertical
upward two-phase flows are the slug flow regime and the annular flow regime. The slug
flow regime is known to occur only in tall columns of diameter less than 0.15-m where
intermittent slugs of bubbles as big as the column diameter rise through the column at
regular intervals. On the other hand, the annular regime results when the gas velocity is
so high that all the gas passes through the core with the liquid pushed to the wall.

In the homogeneous bubbling regime, almost a mono-disperse bubble size
distribution can be observed. Here, however, the bubbles ascend without significant
interactions even at high gas hold-ups, and the buoyancy force corresponding to their
size, which generally is affected by the gas distributor type, solely determines their rise
velocity. At such conditions, very little axial mixing occurs in the gas phase so that its
flow pattern can be well described by the plug-flow model. Consequently, in the
homogeneous regime the liquid phase axial dispersion coefficient, E;, is independent of
the gas superficial velocity, and only upon transition to the turbulent bubbling
heterogeneous regime, one starts seeing a dependency of E,, on Ug. In the heterogeneous
regime, however, the axial dispersion in the gas phase is not insignificant and can be
ascribed to a bi-disperse distribution of bubble sizes (Vermeer and Krishna, 1981; de
Swart, 1996). Clusters of large bubbles rise very fast through the center of the column
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with rise velocities of 0.8 - 1.0 m/s for air-water system. The rise velocity of the small

bubbles on the other hand corresponds approximately to the buoyancy rate of isolated
bubbles (for air-water system upo = 0.2-0.5 m/s). A few models, other than the axial
dispersion model, have been developed to characterize such gas flows (Krishna and
Ellenberger, 1996; Krishna et al., 1999%). The practical use of these models has been
hindered by the absence of commonly applicable correlations for the evaluation of model
parameters. The axial dispersion model has, thus, been applied in industrial practice for
the description of the gas phase RTD even under turbulent bubbling conditions, although
its physical basis does not correspond to the flow pattern of the gas phase observed in
churn-turbulent bubble columns. Joshi (1982) has presented a survey and critical analysis
of the gas phase axial dispersion coefficient, Eg, which has mostly been correlated to gas
superficial velocity, gas holdup and column diameter. The ability of the existing
correlations to predict accurately the gas axial dispersion coefficient is highly
questionable as the predictions of various correlations can differ by an order of

magnitude (Fan, 1989).

Flow regimes in vertical upward {low

Bubbly Homogeneous Churn-

SI Annul
Bubbling Turbulent 18 A

Figure 1-3. Flow regimes in vertical bubble column reactors. a) Bubbly b) Homogeneous

Bubbling ¢) Churn-turbulent d) Slug-flow e) Annular (Kastanek et al., 1993).
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Pilhofer (1980) proposed a preliminary criterion for the existence of the

homogeneous bubbling regime. This was based on considerations of bubble stability in
the column. Some conditions for the existence of homogeneous bubbling regime have
also been reported by Kastanek et al. (1984). But a general quantitative criterion for the
transition between homogeneous and turbulent regime is not available as yet, apparently
due to the large number of factors involved and their complex effect on the bubble

column hydrodynamics (Letzel, 1997).

1.2.3. Measurement of Backmixing and Liquid Phase Hydrodynamics

The measurement of backmixing in the gas and liquid phases has been primarily
achieved using tracer techniques (Molerus and Kurtin, 1986; Kastanek et al., 1993).
Overall residence time distribution measurements of a phase in a multi-phase flow
situation can be achieved with relative ease when there is a well-defined inlet and a well-
defined outlet for the phase under consideration and when a tracer confined to a single
phase can be identified. Therefore, overall RTD of the gas phase can be determined by
measuring the concentration of the gas tracer in the gas phase outlet following its impulse
injection into the gas inlet. Similarly, for a co/counter-current flow of the liquid phase,
the overall RTD measurements can be accomplished by measuring the liquid phase outlet
concentration of the liquid tracer following its impulse input into the liquid inlet stream.
However, finding a suitable gas tracer is not a trivial task because of the finite solubility
of most available tracers in the liquid phase that makes the interpretation of outlet gas-
phase-tracer concentration subjective because of mass transfer considerations. Contrary
to the gas phase, however, the interpretation of the liquid tracer concentration in the
liquid phase outlet does not suffer from mass transfer complications, since most of the
employed tracers (like solutions of electrolytic salts, fluorescent dyes, radio-tracers, etc.)
are non-volatile and do not transfer to the gas phase.

The overall RTD is a very powerful tool for looking at the overall system
dynamics of an individual phase. However, for the convection dominated and highly

recirculatory flows encountered in bubble column operations, it is of greater interest to
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know the localized state of liquid mixing since majority of the mass transfer resistance

lies in the liquid phase. These localized measures become even more important when the
liquid phase is in the batch mode with no inlet and outlet. Even for co/counter-current
flow of the liquid phase, the superficial liquid velocity is much smaller than the
recirculation velocities within the reactor domain. Therefore, it is imperative to
understand the state of local mixing of the liquid phase in almost all bubble column flow
configurations.

Conductivity probes offer the simplest and direct measurement of local liquid-
phase-tracer concentration (Boddem and Mewes, 1996). Such measurements are
straightforward in single-phase flow situations of the liquid. In spite of being an intrusive
measurement, accurate assessment of local liquid mixing is possible by employing
appropriately small probes. On the other hand, for gas-liquid flow situations encountered
in a bubble column operation, the reliability of such a measurement is marred by the
frequent passage of bubbles over the probe measurement volume. Therefore,
opportunities exist for developing improved signal processing methodologies to obtain
accurate and reliable measurement of local liquid conductance in two-phase gas-liquid
flows.

The Computer Automated Radioactive Particle Tracking (CARPT) is one of the
most sophisticated, non-intrusive and universal technique for obtaining detailed
information on liquid/slurry phase hydrodynamics in high gas volume-fraction flows
inside opaque vessels (Devanathan ef al., 1990; Devanathan, 1991; Larachi et al., 1994;
Degaleesan, 1997; Chen er al., 1999). In such flow situations, other sophisticated
techniques like Laser Doppler Anemometry (LDA) and Particle Image Velocimetry
(PIV) cannot be fruitfully employed. The CARPT technique provides a Lagrangian
trajectory information of a neutrally buoyant radioactive tracer particle by utilizing an
array of scintillation detectors mounted strategically around the flow vessel. From such a
Lagrangian description, and after considerable data processing (Degaleesan, 1997), one
can extract valuable information about the liquid or solid flow field like velocities,

turbulent stresses and most importantly the turbulent eddy diffusion coefficients
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(Degaleesan and Dudukovic, 1999). This last piece of information is unique to

Lagrangian measurements and very important from the point of view of scalar mixing.
Because of the inherent randomness of the radiation emission and detection
process, an ad hoc methodology of relating the tracer particle position to the scintillation
counts registered by the array of detectors is employed in the current generation of
CARPT data processing. However, it has been shown by Larachi et al. (1994) that a more
precise and possibly more accurate method of CARPT data processing is possible using a
Monte Carlo based approach to radiation detection. The current ad hoc methodology has
worked reasonably well for Plexiglas flow vessels that were mostly employed in studies
conducted until recently. However, the use of this technique is being pushed to high-
pressure and high-velocity situations in stainless steel vessels. It is also proposed to apply
the CARPT technique for pilot-scale flow conditions. In such situations where it is not
possible to acquire numerous calibration points required by the ad hoc methodology, it is
imperative to adopt an experimentally simpler simulation-based methodology for
effecting a CARPT calibration. Therefore, there are significant benefits of developing
simulation capabilities for Monte-Carlo based calibration of the CARPT technique.

1.3.  Research Objectives

When bubble columns are operated under churn-turbulent conditions, an increase
in mass transfer is observed (Vermeer and Krishna, 1981; de Swart, 1996) in spite of the
presence of larger bubbles that tend to reduce the interfacial area for mass transfer.
Numerous studies (Azbel, 1981; Sotelo ef al., 1994, Saxena, 1995) have been reported in
the literature that tried to experimentally determine the volumetric mass transfer
coefficients. The end product of most such studies has been the development of empirical
or semi-empirical correlations that are justified because of the fact that a lot still remains
unknown about the complex hydrodynamics prevailing in the column. The review article
by Saxena (1995) on bubble column reactors discusses many of the correlations reported
for the volumetric mass transfer coefficient in bubble columns and its dependence on

macroscopic hydrodynamic parameters like superficial velocities, gas holdup, bubble
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size, column diameter and operating pressure. However, it has been clearly established

that it is the hydrodynamics that is responsible for the enhanced mass and heat transfer
observed during the churn-turbulent regime of bubble column operation. The present
study aims at relating the Aydrodynamics more closely to the mass transfer mechanism,
gas-liquid phase mixing and reactor modeling. In addition, this study also addresses the
complexities involved with reliable measurements of two-phase gas-liquid flow
phenomena and addresses ways to improve diagnostic techniques for characterizing the
liquid phase mixing and particle tracking of the liquid phase motion in bubble column
flows. Hence, the research objectives of this work are both experimental and modeling in

nature.

1.3.1. Experimental Objectives

1. Development of Conductance Probes for Measurement of Liquid Tracer Responses in

Gas-Liquid Flows

Specific objectives are:

e Design experimental test procedures to measure point liquid-tracer concentrations
in vertical gas-liquid flows.

e Develop a software based soft-filtering technique to eliminate the systematic
signal corruption of the liquid phase conductance when bubbles interact with the
probe measurement volume.

e Demonstrate the applicability of the developed measurement and data analysis

protocol for tracer studies in a bubble column with batch liquid.

II. Development of a Monte Carlo based Sodium lodide Detector Calibration Procedure

for Radioactive Particle Tracking

Specific goals are:
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Review the literature and develop a simulation tool to estimate counting

efficiency of Nal (Tl) scintillation detectors when exposed to a point radioactive
source.

Build capabilities in the Monte Carlo simulation code to account for the presence
of intervening media between a point source and a scintillator surface.

Apply efficient numerical techniques for repetitive evaluations of surface
integrals and validate the developed code against published data.

Develop a Generalized Reduced Gradient (GRG) based optimization protocol to
estimate the parameters of a given scintillator by comparison of the detector
responses measured experimentally with the computed ones estimated by the
simulation tool mentioned above.

Integrate the optimization and the efficiency simulation tools to estimate detector
parameters in a multi-detector setup for tracking a single radioactive tracer
particle (point source) inside a vertical cylindrical vessel (like a bubble column).
Develop methodologies for estimation of tracer particle location from
experimental counts data based on a search algorithm that scans the database of
computed scintillator efficiencies over the entire vessel volume.

Test and validate the particle reconstruction algorithms against experimental data.

Many of the objectives stated above were originally proposed by Yang (1997), who was

also instrumental in laying the basic framework for the Monte Carlo approach. It was the

objective of this work to further develop and implement the original code developed by

Yang (1997) to a full-scale bubble column experiment.

I11. Development of a Protocol for Radioactive Tracer and y-Scan Experiments and their

Interpretation on Pilot-Scale Bubble Column Reactors

Specific tasks are:

Analyze y-densitometry scan data from a pilot scale vessel under reaction

conditions and attempt reconstruction of gas-phase distribution inside the vessel.
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e Identify shortcomings of the measurement protocol and suggest improvements for

future diagnostic efforts.
e Develop a protocol for collection, processing and interpretation of tracer data
acquired using radioactive tracers for tagging the gas, catalyst and liquid phases

in a hot pilot-scale slurry bubble column operation.

1.3.2. Modeling and Computational Objectives

This part of the work focused on the development of improved models for gas and

liquid flow and mixing based on hydrodynamic principles.
Specific tasks are:

e Develop gas and slurry phase recirculation models based on the two-fluid
approach. Employ robust numerical schemes for solution of the model equations.

e Study the effect of bubble size distribution on gas recirculation rates predicted by
the developed model.

e Develop mechanistic/phenomenological models to describe gas and liquid/slurry
phase mixing. Investigate the effect of bubble size distribution on scalar mixing.

e Compare and test the developed models against radioactive tracer data obtained
from a pilot-scale reactor during the process of liquid-phase methanol synthesis
from synthesis gas.

e Extend the liquid mixing mechanistic model for interpretation of tracer data from
the Fischer-Tropsch (FT) synthesis pilot reactor. This is required to account for
the slurry exit from the middle portion of the reactor with subsequent recycling at
the reactor bottom after separation of the FT wax.

o Analyze the performance of the mechanistic models in simulating gas and

liquid/slurry phase tracer responses.
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1.4.  Thesis Organization

Chapter 2 provides a brief general review of the literature on current research in
bubble column reactors while specific topical reviews accompany each subsequent
individual chapter. The structure of the thesis is organized so as to present the
experimental contributions from this work in the first part followed by the discussion of
the modeling efforts in the second half. Chapter 3 covers the developments related to
liquid conductance measurements using conductivity probes with example applications to
liquid tracer experiments in a bubble column with batch liquid as well as in a staged
bubble-column with counter-current flow. Chapter 4 presents the details of the simulation
tool for computing scintillator efficiencies using a Monte Carlo method while Chapter 5
provides the details of integrating the Monte Carlo method with the database generation
and position rendition algorithms. In addition, Chapter 5 also presents the validation of
position reconstruction algorithms with experimental data and an example application to
flow mapping in a stainless steel bubble column. On the modeling and computational
side, Chapter 6 presents the development of the hydrodynamic model to predict phase
recirculation rates using the two-fluid approach and that of the two gas-liquid mixing
models based on “single” and “bi-modal” bubble size distributions. Chapter 7 provides
the details of the y-scan and tracer experiments conducted during the FT synthesis at the
Alternate Fuels Development Unit (AFDU) as well as comparison of data with modeling
and simulation results. Lastly, Chapter 8 provides the conclusions with recommendations

and possibilities for future efforts.
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Chapter 2. Literature Review

This chapter provides a broad but brief overview of the literature on bubble
column hydrodynamics. As mentioned in Chapter 1, the fluid dynamics of bubble
columns has been studied in detail in the last several decades and there is a vast body of
literature available on bubble column hydrodynamics for different gas-liquid systems.
However, the complexity of the hydrodynamics coupled with measurement difficulties
has confined most of the earlier studies to measurement of global hydrodynamic
parameters like overall gas holdup and volumetric mass transfer coefficient (Mashelkar,
1970; Shah er al., 1982; Saxena, 1995). It was only in the last decade or so that /ocal
quantitative characterization of the hydrodynamics has become feasible. This has
primarily come about as a result of the development of new sophisticated experimental
techniques like the Laser Doppler Anemometry-LDA (Mudde et al., 1997), Computer
Automated Radioactive Particle Tracking-CARPT (Lin et al., 1985; Devanathan et al.,
1990; Moslemian et al., 1992; Yang et al., 1993, Larachi ef al., 1994; Limtrakul, 1996;
Degaleesan, 1997), Particle Image Velocimetry-PIV (Chen and Fan, 1992; Tzeng et al.,
1993; Chen et al., 1994), y-ray Computed Tomography-CT (Kumar ef al., 1995; Adkins
et al., 1996; Kumar et al., 1997; Shollenberger et al., 1997), Electrical Capacitance
Tomography-ECT (Dickens ef al., 1993) and other point probing techniques like optical
and conductance probes (Choi and Lee, 1990; Cartelliar, 1992; Chabot and de Lasa,
1993).

Two of the most important hydrodynamic parameters in a bubble column
operation, which are both the cause and the effect of a series of complex phase
interactions, are the gas volume fraction distribution and the liquid (continuous) phase

velocity distribution. These two combined with bubble interactions and levels of liquid
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phase turbulence determine the rates of heat and mass transfer and consequently the

overall reactor performance (Azbel, 1981; Deckwer, 1992; Sotelo ef al., 1994; Krishna
and Ellenberger, 1995; de Swart, 1996; Krishna and Ellenberger, 1996; Kojima et al.,
1997). While the dynamics of the gas phase viz. bubble velocities, bubble-bubble
interactions and gas phase mixing are very important as well, these have not received
great attention because of the difficulties in measuring gas phase phenomena (Molerus
and Kurtin, 1986). Consequently, the gas phase in most studies has been considered to be
in plug flow with very little being known of the gas phase velocity distributions. Studies
that have tried to address gas phase dynamics have done so by considering a slip velocity
(Lockett and Kirkpatrick, 1975), which was assumed either to be a constant or to have a
radially varying profile. Some recent studies by Luo (1993), Prince and Blanch (1990)
and Svendsen et al. (1998) have tried to measure the bubble velocity and bubble-size
distributions using probes. These techniques can potentially provide more information on
the gas phase dynamics and gas phase recirculation, however, their accuracy and
applicability at high superficial gas velocities in churn-turbulent flows remains suspect.

In the following sections, a general review on several essential aspects of bubble
column hydrodynamics is presented. Specific topical reviews related to subject matters

discussed in different parts of this study are presented in the respective chapters.

2.1. Gas Hold-Up

As mentioned before, the gas volume fraction, also referred to as gas holdup, is
probably the single most important parameter governing bubble column hydrodynamics.
When referring to gas holdup, one could be addressing either its point value anywhere
inside the flow vessel or the average value over the entire flow domain. The former is
therefore referred to as the local gas holdup, while the latter is usually referred to as the
overall gas holdup. Therefore, overall gas holdup is equal to the fraction of the total
reactor volume occupied by the gas. On the other hand, local gas holdup at an
interrogation point is the fraction of an infinitesimal volume around this point that is

occupied by the gas phase (Drew, 1983; Kumar, 1994). While the overall phase holdup is
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important in determining the gas residence time and the system pressure drop, the local

void fraction provides information about the phase interactions, the interfacial areas and
phase recirculation; which are all related to the heat and mass transfer mechanisms.
Consequently, gas holdup and its distribution have been identified as the most important
parameters that govern liquid recirculation in bubble column operation. It is known that
the greater the gradients of the radial gas holdup profile, the higher is the intensity of
liquid recirculation (Chen ef al., 1998), which is one of the important factors responsible
for the enhanced mass and heat transfer rates in bubble column operations.

There are various factors affecting gas hold-up profiles and bubble-size
distributions, which are indirectly related to the operating flow regime. As described in
Chapter 1, the prevalent flow regime in turn depends on the gas and liquid flow rates,
liquid properties and the dimensions of the column. The initial sizes of the bubbles and
subsequent coalescence and breakup are dependent on the distributor type and the surface
tension in the liquid. The prevalent bubble size distribution in the well-developed region,
barring the distributor and disengagement zones, is a function of gas and liquid velocities
and densities and the liquid viscosity and thus, determines the gas holdup (Joshi, 1998).

As presented in Chapter 1, two different types of flow regimes are generally
encountered in bubble column operation, namely, homogeneous and heterogeneous
(Ramachandran and Chaudhari, 1983; Kastanek et al., 1993). The homogeneous regime
is characterized by small, uniform-sized bubbles that rise without many interactions and
is represented by a narrow bubble size distribution. At atmospheric pressure, this usually
happens at a superficial gas velocity less than 3 cm/s. As the superficial gas velocity is
increased beyond a critical value (roughly 5-8 cm/s for air-water system at atmospheric
conditions) a transition to the heterogeneous (churn-turbulent) regime takes place
(Kastanek et al., 1993; Joshi et al, 1998). The bubble size distribution in the
heterogeneous regime is broader as compared to that in the homogeneous regime (Yu and
Kim, 1991; Kang e al., 2000). It has also been frequently reported that this bubble size
distribution shows a bi-modality (Tassin and Nikitopoulos, 1995; de Swart, 1996), which

is characterized by a distinct presence of large and small bubbles leading not only to
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intense liquid turbulence, but also to enhanced bubble-bubble interactions (coalescence-

redispersion phenomena).

The operating pressure has a significant effect on the operating flow regime as
well as the resulting gas holdup structure. At elevated pressure conditions in the
homogeneous regime, the effect of pressure on gas holdup is insignificant (Kolbel et al.,
1961; Deckwer et al., 1980). At higher pressures however, the transition from the
homogeneous to the churn-turbulent flow regime is delayed to higher superficial gas
velocities (Luo et al., 1999). Based on his measurements, Letzel (1997) however suggests
that the superficial gas velocity at which transition occurs shows only a slight
dependency on pressure with the gas holdup at transition showing a much more
pronounced pressure effect. In either case, at higher gas throughputs beyond this
transition, gas holdup increases with pressure (Jiang et al., 1995; Adkins et al., 1996; Lin
et al., 1998; Fan ef al., 1999; Kemoun er al., 2001%). This increase in gas holdup with
pressure is usually attributed to the smaller bubbles that are formed under high-pressure
conditions. Jiang et al. (1995) reported that a decrease in bubble size results from an
increase in pressure, which leads to a narrower bubble size distribution. Oyevaar and
Westerterp (1989) reviewed critically the influence of pressure on mass transfer
phenomena and hydrodynamics in bubble column. They reported that the initial bubble
size at a single orifice decreases with increasing pressure.

It is universally accepted that the increase in gas holdup with pressure is due to
the reduction of bubble size and thereby a reduction in bubble rise-velocity. However,
two differing hypotheses have been suggested in interpreting the pressure effects on
bubble size. According to the first, increasing pressure results in an increase in gas
momentum, thereby leading to formation of smaller bubbles (Wilkinson, 1991; Reilly et
al., 1994). Jiang et al. (1995) on the other hand, attribute the pressure effects to a
decrease in interfacial tension with increasing pressure thereby resulting in smaller
bubbles. In other words, an increase in system pressure has a similar effect as increasing
the gas density, as indicated by the first hypothesis, whereas the latter implies that the
decrease in bubble size is due to an inherent instability of bubble size arising from

surface tension effects. Letzel (1997) made use of the Kelvin-Helmholtz stability theory
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to arrive at a conclusion that bubbles of diameter greater than 2-cm are inherently

unstable. These bubbles however do exist because besides continuous breakup of these
unstable bubbles there is also a continuous coalescence. The result of these two
competing phenomena is an equilibrium bubble size corresponding to the dynamic
equilibrium of these two opposing mechanisms. His analysis further concluded that the
rise velocity of large bubbles is inversely proportional to the square root of gas density. In
the homogeneous regime before transition however, he showed that the swarm velocity
of bubbles (which are relatively small being less than 1-cm) has only a weak dependency
on gas density. The same effect was observed by Reilly ef al. (1994) as can be seen from
Equation 2-6. This probably explains why the gas holdup in the homogeneous regime is
fairly independent of pressure but shows a more pronounced effect in the churn-turbulent
regime where large bubbles are known to be present.

For more details and an extensive compilation of the gas holdup literature, the
reader is referred to Ong (1999). Her study concluded that most of the reported research
in high-pressure bubble-columns has been restricted to the measurement of overall gas
holdup with negligible information on spatial distribution of gas holdup. Subsequently, in
the absence of any reliable information, the design and scale up of bubble column
reactors at elevated pressures utilize the guidelines from detailed experimental data
collected at atmospheric conditions. Alternatively, information from the overall gas
holdup measurements at elevated pressures can be utilized for such purposes. The
measurement of overall gas-holdup is usually achieved using the bed expansion method.
If Hy is the unexpanded height of liquid in the column with no flow of gas, and Hg is the
expanded height of the two-phase mixture upon introduction of gas into the column, then
the overall gas holdup is given as

_ H,.-H
6‘(;'.(Jw:rull = IT—O_ (2'1)
I

It should be noted that the data from the overall gas-holdup measurements has inherent
measurement errors due to a fluctuating gas-liquid/slurry interface leading to

uncertainties in determining the expanded height of the gas-liquid mixture (Hg).
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Krishna and co-workers (Krishna and Ellenberger, 1995; Krishna ef al., 1999%

Krishna 2000"; Krishna er al., 2001) have utilized the so-called Dynamic Gas
Disengagement (DGD) technique extensively in columns of several different sizes and in
liquids of different physical properties to evaluate the holdup distribution of “small” and
“large” bubble phases in a churn-turbulent bubble column. They have also investigated
the effect of operating pressure and the presence of solid/slurry particles on the structure
of gas holdup. The underlying concept of the DGG technique is to monitor the drop in the
liquid-gas interface at the top of the column upon shutdown of the gas supply and relate it
to the gas holdup structure. Figure 2-1 shows typical data acquired from a DGD
experiment along with the two bubble-phase model that has been proposed by Krishna
and co-workers. As can be seen from Figure 2-1a, the initial rapid drop in the gas-liquid
interface following the shut-off of the gas supply is attributed to the escape of the large
bubbles. Subsequently, the gas-liquid interface falls down slowly due to the relatively

slower disengagement of the small bubbles.
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Figure 2-1. a) Typical DGD data b) 2-Bubble phase model (Krishna, 2000™)

From the extensive data collected by DGD, high-speed photography and
Computational Fluid Dynamic (CFD) simulations of bubble movement in liquids using

the Volume of Fluid (VOF) model, Krishna and co-workers have proposed the following
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methodology for calculating the gas holdup in the small (dense) and large (dilute) bubble

phases. In the homogeneous bubbly flow regime, only the small (dense) phase exists and

its holdup is given by Equation 2-2.

_ U,
g, = 7 for U, <U, (2-2)
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The rise velocity of the dense bubble phase, V, , is calculated from the correlation
proposed by Richardson-Zaki (1954) and is given by Equation 2-3. This
phenomenological form essentially modifies the unhindered rise velocity of a small

bubble, ¥, > to account for the hindrance effects arising from the presence of multiple

bubbles in a bubble swarm.

Ve (1 -£ )"" n=2 for air — water systems (2-3)
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The superficial gas velocity at which transition to heterogeneous regime takes

place, U o is calculated via Equation 2-4.
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The gas volume fraction at transition from the homogeneous to the heterogeneous
regimes, &uans, and the unhindered rise velocity of a small bubble, V,,?m"” , are evaluated

from the expressions proposed by Reilly er al. (1994). Equations 2-5 and 2-6 also capture

the effect of pressure via the gas phase density.
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In the heterogeneous flow regime, which occurs when the superficial gas velocity is

greater than the transition superficial velocity, the holdup of the small bubble phase is
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assumed to be the same as the transition gas holdup. Similarly, the superficial gas

velocity through the small bubble phase is assumed the same as the transition superficial
gas velocity. The bubble size, velocity and holdup of the large bubble phase is calculated
from the following relationships (Krishna, 2000"):

d”lamc =0.069 (Uﬂ Vg, )0.376 (2-7)

The rise velocity of large bubbles is influenced by the presence of vessel walls,
acceleration due to the presence of other bubbles, and operating pressure via the gas
phase density. Therefore, Krishna and co-workers have proposed to modify the rise
velocity of single bubbles far removed from vessel walls to incorporate situations

encountered in a  bubble column flow. Based on the Eotvos
number, Eo=g(p, -p, )d,,’ /c,, two different forms have been proposed for the

evaluation of the dilute bubble phase velocity.
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From the bubble velocity of the dilute phase, V4... » the holdup of the large bubble phase

can be evaluated

Uu,-U,
E - &V 8irans (2_9)

glmyr
hl arge

and the total gas holdup is then given by

£ =%, +1-2,_ )5, (2-10)
In the above methodology to calculate the gas holdup for a given set of operating and
design conditions, Krishna and co-workers point to the extreme sensitivity of the
transition velocity to small additions of surface active agents that are not captured in the
correlation proposed by Reilly ef al. (1994). They recommend that the best option is to
determine the transition experimentally for the system of interest, as there is no adequate
model to predict holdup in the transition regime. Letzel (1997) further points to the
difficulties in determining the transition superficial gas velocity from the inflection point
in the gas-holdup versus superficial gas velocity curve. To determine the transition point
accurately, he used chaos analysis of pressure fluctuation signals. From such an analysis,
Kolmogorov entropy was evaluated as a function of gas velocity and transition was
indicted by the minimum in the entropy curve. Figure 2-2 shows the comparison of the
overall gas holdup predicted by the above-described procedure with the data of Letzel et
al. (1999). Remarkably, good prediction is reported considering that no experimental data

input was used in the estimations.
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Figure 2-2. Prediction of the pressure effect on gas holdup (Krishna, 2000")
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The discussion until now has focused on the prediction of overall gas holdup.

Other than its overall value, the spatial distribution of the gas volume fraction also has a
profound impact on the liquid phase recirculation. When one considers the distribution of
gas holdup in a column cross-sectional plane, one finds that in the homogeneous regime,
the radial variation of gas holdup is minimal (Hills, 1974; Yao et al., 1991; Kumar,
1994). On the other hand, in the chum-turbulent regime, one observes significant
variation of gas holdup in a cross-section, with greater gas holdup in the center than at the
wall (Hills, 1974; Yao et al., 1991; Yu and Kim, 1991; Kumar, 1994). It is known that
the buoyancy forces resulting from the non-uniform cross-sectional gas holdup
distribution are responsible for inducing the liquid recirculation in bubble columns. Since
the spatial differences in the magnitude of these forces are small in the homogeneous
regime, lower levels of liquid recirculation exist. However, in the churn-turbulent regime,
the spatial variation in the magnitude of these forces is significantly larger than in the
homogeneous regime and one observes increased intensity of liquid recirculation and
liquid turbulence. Computer Tomography provides a very powerful and non-intrusive
measure of the long-time averaged gas holdup distribution in a thin cross-sectional slice
of a flow vessel, much like an X-ray image that provides information on the internal
viscera inside a human body. Figure 2-3 shows the typical gas holdup information that
one obtains from such non-invasive Computer Tomographic measurements. This
technique uses the fy-ray attenuation measurement to obtain local void fraction
information (Kumar, 1994). The basic attenuation phenomenon is described in terms of
the Beer-Lambert’s law. Accordingly, the absorption of a narrow beam of radiation of

initial intensity I by a mixture of gas and liquid with mass attenuation coefficients i, and

1, and densities p, and p; respectively, is given as

I=1, exp[— (pektils +p,p,l,)] @-11)
where /g and /; are the path length of the beam in the gas and the liquid, respectively. In
terms of the measured intensities /,,, Iy and Z,, corresponding to the test section with the
two-phase mixture, full of liquid and completely empty, respectively, the chordal average

void fraction is computed from:
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Figure 2-3. CT measurements of gas holdup distribution. a-b) 6” diameter stainless steel

column (Ong, 1999) c-d) 18” diameter Plexiglas column (Chen et al., 1998)

Several algorithms can achieve reconstruction of a tomographic image from the
multitude of projection measurements acquired during a scan. Kumar (1994) discusses

the pros and cons of some of these algorithms while Shollenberger e al. (1997) provides
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description of the errors associated with y-ray attenuation and measurements. This basic

principle of attenuation has been coupled with reconstruction algorithms coded in-house
to equip the Chemical Reaction Engineering Laboratory (CREL), Washington University,
Saint Louis, USA with its CT scanning facility. The greatest advantage of this technique
is its ability to probe dense and opaque flows where other non-intrusive techniques based
on transmission of light or ultrasonic waves are either inapplicable or they encounter
problems due to complex multiple scattering of the transmitted signal. Thus, their
application is usually limited to flows in transparent vessels and to operating conditions

with low volume fractions of the dispersed phase.
2.2. Liquid Backmixing and Velocity Profiles

It was pointed out earlier that the non-uniformity of the gas holdup distribution in
a cross-sectional plane and the resulting spatial differences in the buoyancy force causes
the liquid phase to recirculate in order to meet the overall continuity requirements. The
greater the gradients in the radial gas holdup profiles, the greater the extent of liquid
recirculation (Chen et al., 1998). Scalar mixing in bubble columns is primarily caused by
the recirculation developed from radial non-uniformity of gas holdup. Thus, mixing in
bubble columns is convection dominated with eddy diffusion being a secondary
mechanism to disperse scalars (Degaleesan and Dudukovic’, 1999). Unfortunately, most
of the studies reported in the open literature on liquid or gas phase mixing in bubble
columns have used the axial dispersion model (ADM) to describe the liquid as well as the
gas phase backmixing. However, the applicability of ADM to bubble columns has been
shown to be suspect (Degaleesan, 1996°, Degaleesan and Dudukovic’, 1999) with the
important question being whether the macroscopic circulation due to convection and the
eddy dispersion can be lumped into a single parameter, commonly referred to as the
effective axial dispersion coefficient. Degaleesan and Dudukovic’ (1999) describe the
complex way in which the effective axial dispersion coefficient is related to liquid
recirculation and axial and radial eddy diffusion. Moreover, the ADM predicts a

symmetric distribution of the tracer about the point of injection which is contrary to the
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experimental observations where the backmixing in the upper portion of the column is

about twice that in the lower portion of the column (Deckwer et al., 1983). Myers et al.
(1987) argued that at least in the churn-turbulent regime, the ADM is without basis and
there is a need for liquid mixing models describing all the pertinent mechanisms. They
suggested a phenomenological slug and cell model, which can capture the asymmetry of
mixing relative to the tracer injection point. Degaleesan et al. (1996") have shown that a
recirculating cross-flow model can be used very successfully to predict the liquid
backmixing in bubble columns. More discussion on the shortcomings of the ADM is
presented in Section 2.4.

The Computer Automated Radioactive Particle Tracking (CARPT) as it exists
today was developed at CREL by Devanathan (1991) and provides information on the
liquid velocities and its recirculation in bubble column flows. It makes use of a neutrally
buoyant radioactive tracer particle, the position of which is tracked by a number of
scintillation detectors placed strategically around the column. From the instantaneous
data on the position of the particle, time averaged velocities can be computed. Accurate
time averaging requires an experiment in which data is collected for hours to get
sufficient statistics for such computations. Manipulation of the time history of the particle
trajectory data leads to estimation of Reynolds stresses and from the calculation of the
auto-correlation function, estimates of the eddy diffusivity coefficients can be made
(Devanathan, 1991 Degaleesan, 1997). Figure 2-4 shows a schematic of the CARPT
setup and typical results that one obtains from processing of Lagrangian trajectory
information of a neutrally buoyancy radioactive tracer particle in a bubble column
experiment. More details on the CARPT calibration process and radiation simulation are
provided in Chapters 4 and 5.

Based on the liquid recirculation pattern observed from experimental data, it can
be seen that the physical picture of a time-averaged bubble column flow involves upflow
of the liquid in the center and downflow near the walls. Several models have been
developed to capture this physical picture for predicting liquid recirculation in the fully
developed region of a bubble column flow based on the one-dimensional flow

assumption.
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Ueyama and Miyauchi (1979) were the first to propose a correlation for the liquid

velocity profile. They assumed that there is a laminar sub-layer near the wall that is thin
enough so that the liquid downward velocity in the sub-layer is approximately equal to
the wall velocity. Their model equations are presented in Appendix A. Anderson and
Rice (1989) proposed a model along similar lines. The main difference in their model, as
compared to that of Ueyama and Miyauchi, is that the boundary condition is based on
physical reasoning and no empirical constant is involved. They also proposed that there is
a thin layer of liquid close to the wall which is in laminar flow and from which the
bubbles are excluded. This layer is assumed to extend into the core up to the point of
maximum downward liquid velocity. At this point, the shear stress and velocity profiles
are matched; and a no slip boundary condition is used at the wall. The equations, derived
by them for such a model, are presented in Appendix A as well. These one-dimensional
models require as input the information on the radial gas holdup distribution along with a
closure for liquid phase turbulence. Ueyama and Miyauchi (1979) as well as Geary and
Rice (1992) closed the liquid phase turbulence based on a specified kinematic eddy
viscosity.

To include possibilities of other closures for the liquid phase turbulence, Kumar
(1994) proposed a modified liquid recirculation model, which can use both the Prandtl’s
mixing length as well as the eddy viscosity approaches. In his model, the Anderson and
Rice (1989) approach is used along with the radial distribution for the void fraction
profile obtained from tomographic measurements. Kumar (1994) showed that it is
possible to scale-up a bubble-column based on the mixing length theory, when a
consistent set of data for liquid velocity and gas void fraction is obtained. A modified
version of this approach has been adopted in this work to obtain the liquid velocity
profiles for evaluation of the mixing model parameters and details can be found in
Chapter 6. Ong (1999) has provided an extensive compilation of the various correlations
proposed in the open literature to close the liquid phase turbulence as well as an analysis
of their effect on predicted liquid recirculation profiles. In that study, simulations were
carried out using the framework of the model of Kumar (1994) that has been modified

and extended in this study, details of which are discussed in Chapter 6.
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2.3. Mass Transfer

The literature abounds with studies characterizing the overall volumetric mass
transfer coefficients and the average specific interfacial area in bubble and slurry bubble
columns (Azbel, 1981; Saxena, 1995; Letzel et al., 1999) with numerous correlations
being proposed for both the above parameters. The differences among these correlations
are significant, principally, because they have been obtained using different diffuser
systems, and different range of variables, especially of the gas superficial velocities.
Sotelo et al. (1994) provided a comprehensive compilation of the available correlations in
the literature and the various operating conditions under which these could be used along
with the list of gas-liquid systems studied to obtain the correlations. Azbel (1981) derived
the expressions for the mass transfer coefficient and the interfacial area, for a non-
coalescing and non-breaking bubble swarm, based on an assumed bubble size distribution
in a turbulent system. The derived expressions are:

alem™ )= 2.619% (2-13)

b

: pf (aPY" [1-8,)"
k,,(cm.s ')=const.m[p—lj (1?5—?3)7 (2-14)

g
where,

AP = Pressure drop

L. = Characteristic turbulent length

DLm= Molecular diffusivity

Vm = Molecular kinematic viscosity

Since the derivation for the turbulence parameters is based on dimensional
considerations, the equation is correct only up to a constant factor. Based on the
experimental results, the constant was found to be 0.12, and comparison of the calculated
values with those from other studies for various systems is reasonably good. Kastanek et

al. (1993) provided a comprehensive review of the various aspects of the modified
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Higbie’s relation for mass transfer coefficients. For non-interfering bubbles under

homogeneous bubbling regime, the contact time of the liquid eddies with the bubbles, t.,
is estimated by the macroscale parameters of bubble diameter, d, and bubble rise

velocity, uy as
t, =— (2-15)

For the turbulent bubbling conditions, however, this simple model fails, as bubbles can
no longer be considered non-interfering. In such cases, the contact time is expressed

alternatively as (Kastanek ef al., 1993)
1, === (2-16)

where,

dbe = equilibrium bubble diameter from theory of isotropic turbulence.

ups = rise velocity of the bubble swarm.

Then, the mass transfer coefficient can be estimated from the Higbie’s relation

2 (DI,,m "
w2 @t

(4

Even though the contact time, t., characterizing the residence time of the micro-eddies at
the interface, is expressed by the macro-scale characteristics of the system, the estimates
of k., for both coalescent and non-coalescent systems with non-viscous liquid phase in
the absence of surface active agents, are quite realistic (Kastanek e al., 1993). In the
extended models, the effect of a surface diffusion layer, which depends on the presence
of surface active agents, is incorporated as well. After expressing the contact time in
terms of the macroscopic quantities from the isotropic turbulence theory, one obtains

(Kastanek et al., 1993)
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k/,={ I - } (2-18)
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where,

&’ = thickness of the diffusion layer

A = eddy size
In the absence of surface-active agents, the second term in the above equation is dropped.
After substituting for the eddy length in terms of the kinematic viscosity and the rate of
energy dissipation in the liquid per unit mass of the liquid, expressed in terms of other

macroscopic variables, Kastanek er al. (1993) obtained
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The proportionality constant k; was introduced for the contact time. This constant
depends on the physico-chemical properties influencing the bubble sizes, especially the
surface tension of the liquid, o and needs to be determined experimentally.

Table 2-1 lists some of the many other correlations reported in the literature on
estimating the mass transfer coefficients in gas-liquid systems that can be tried in
addition to the ones proposed by Kastanek er al. (1993). In the present study on
mechanistic reactor modeling, as presented in Chapter 6 of the thesis, the calculation of
mass transfer coefficients has been accomplished using Equation 2-17. The contact time,
I, in this equation is estimated from the bubble size and local gas velocity computed
from the one-dimensional two-fluid momentum formulation, which is also presented in
Chapter 6. When the approach based on the Higbie’s penetration theory cannot be applied
due to non-availability of reliable bubble size and velocity information, the correlation of
Letzel et al. (1999) reported in Table 2.1 can be used for calculating the volumetric mass
transfer coefficients as a function of gas holdup in churn-turbulent regime. This
correlation also captures the effect of operating pressure via the gas holdup, which shows

significant dependency on pressure as discussed earlier.



Table 2-1. Mass transfer correlations reported in the literature
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In the above table, the symbols used along with their units are:

dp individual and Sauter mean bubble diameter, m

kia liquid-phase volumetric mass transfer coefficients, s™
D, column diameter, m

Dim molecular diffusivity of dissolved species, m’s’!

d, orifice hole diameter, m

€g gas holdup

c surface tension, Nm!

\%9 kinematic viscosity of liquid, m?s™

Up,, terminal single bubble rise velocity, ms™

Vefr effective kinematic viscosity of the liquid, m?s!

UG superficial gas velocity, ms™

Lefr effective viscosity calculated from power law model, Pa.s
UL, MG molecular viscosity of liquid and gas respectively, Pa.s
PL. PG density of liquid and gas respectively, kg/m’

2.4. Reactor Modeling

Reactor modeling in general refers to the mathematical description of transport of
chemical species in a given reactor system that includes the production and consumption
of the various species via chemical reactions. Since every reaction system has a positive
or negative heat requirement; reactor modeling invariably also involves the mathematical
treatment of temperature distribution by a balance of the heat loss, production and
transport. In all these mathematical descriptions, which could range from simple
algebraic forms to more complex ordinary differential equations and ultimately to more
complicated partial differential equations, the nature of the mathematical formulation
depends upon the level of the hydrodynamic detail that is being modeled for a given
reactor configuration. This hydrodynamic description which governs the convective,
diffusive and interfacial transport of chemical species and heat in a reactor, is usually
modeled separately, and serves as input to the reactor models. The process of
hydrodynamic description therefore usually involves the selection of the “level” of detail

and subsequent parameter estimation to serve as inputs to the reactor models.
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The above mentioned methodology is common to all reactor types with the

differences for different reactor types arising from the hydrodynamic flow patterns that
exist in a particular reactor type. For example, catalyst particles are stationary in a trickle
bed reactor, and therefore, one needs to characterize only the flow and distribution of the
gas and liquid reactants in a fixed bed to obtain the hydrodynamic description. On the
other hand, if one looks at the hydrodynamics of a slurry bubble column, the catalyst
particles are suspended in the liquid medium, and therefore, one needs to characterize the
flow of all three phases to accomplish the hydrodynamic description. Flow patterns may
be altered by the presence of internals, which might either be present to just serve as
media for heat transfer, or alternatively to change the backmixing in order to achieve
better conversion and selectivity depending upon the specific reaction system.

Hydrodynamics of multiphase systems is invariably very complicated and in
many cases (slurry bubble columns being a good example) not well understood. This lack
of understanding of the relevant physics stems from the existence of a multitude of time
and length scales at which important physical processes take place. Even though the
recent advances in sophisticated measurements techniques have enabled the detection of
the large scale phenomena and their subsequent characterization, measurement at
relatively small scales under actual operating condition is still in its infancy. It is the
modeling of the processes at the small scales and of their coupled interactions with the
large scale phenomena that still limits the capability of Computational Fluid Dynamics
(CFD) in serving as a standalone tool for prediction of reactor performances.
Nevertheless, the advances made in CFD modeling of multiphase flows are providing
valuable insights in understanding specific hydrodynamic phenomena; and in certain
cases also forming the basis for some sub-grid scale modeling (Krishna, 2000M.

In this section, some aspects of the various bubble column reactor models that are
reported in the literature are reviewed. Mathematical detail has in general been avoided,
except where necessary, and the reader is referred to appropriate references for details.
The various models that exist in the literature can be classified into three groups

depending on the level of detail in the description of hydrodynamics.
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Generation I: In these models, the hydrodynamic information is completely lumped into

one parameter, which is the overall flow rate of each individual phase. Details of how the
phases distribute and recirculate are completely ignored. The two extreme cases of

mixing for the fluid are modeled as:

Plug Flow; where there is no backmixing at all and the fluid is assumed to move

as a solid body.

Perfectly Mixed Flow; where the fluid is assumed to be perfectly backmixed
implying that the concentrations of chemical species, and hence the reaction rates,

are the same everywhere in the reactor.

The actual state of mixing in a reactor lies somewhere between these two extremes. For a
complete description of the reactor model however, in addition to knowing the degree of
backmixing, one also needs to know the gas holdup and the gas-liquid volumetric mass
transfer coefficient. Except for reactor models based on Computational Fluid Dynamics,
in which gas holdup is computed as part of the solution to the Navier-Stokes equations in
the multi-fluid framework, one needs to have an independent scheme for estimation of
the gas holdup and volumetric mass transfer coefficients for a given operating condition.

The most commonly used and the simplest reactor model for slurry bubble
columns is one in which the solid phase is assumed to be uniformly suspended in the
liquid and the pseudo-homogeneous liquid-solid mixture is assumed to be completely
back-mixed. On the other hand, the gas is assumed to be in plug flow (refer to Figure 2-
5). Unfortunately, the flow patterns of the gas and liquid phases in a bubble column
operation are in general far from the idealized descriptions mentioned above. Therefore,
alternatives to these idealized conditions need to be employed to describe the state of
macromixing. Joshi and Shah (1981) have provided a detailed review of the various
hydrodynamic and mixing models that were reported before and in the 1980’s. Among
the various mixing models that have been reported, the most commonly used one has
been the Axial Dispersion Model (ADM) where an effective diffusion is considered to be
superimposed on the net convective flow (Zhao ef al., 1987; Schlueter et al., 1992;
Schlueter et al., 1995).
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Figure 2-5. Representation of mixing in co-current bubble column with a stirred tank for

liquid and plug flow for gas.

The assumption of a homogenoeus and uniformly suspended slurry particles is
very attractive and is frequently employed as well. However, it is known that even though
the particle size of the solid phase ranges from 5-50 pm in most slurry bubble column
applications, the solids seem to have an axial distribution as a result of the action of
gravity. The distribution of solids in that case is generally described in terms of the
sedimentation-dispersion model. Stern et al. (1985) considered the axial dispersion in
both the gas and liquid phases and accounted for the non-uniform distribution of the
catalyst in a reactor model for bubble column in Fischer-Tropsch synthesis. They
demonstrated the effect of transport parameters on the conversion of synthesis gas as well
as on the axial distribution of the reactants and the products.

The axial dispersion model can equivalently be described in terms of tanks-in-
series model (or the cell model) with or without backflow. Both of these models are
equivalent with the effective dispersion coefficient being the fitted parameter for the
ADM whereas the number of tanks is the floating parameter for the cell model. Schlueter

et al. (1992) have shown that the numerical treatment of the system of algebraic
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equations for the cell model leads to computing times lower by a factor as large as

hundred when compared to the computation time for reactor models based on axial
dispersion. They show solution examples for methanol synthesis in a slurry reactor,
including the description of thermodynamically balanced reactions, as well as of wet air
oxidation of sewage sludge under extreme pressure and temperature conditions.
Romaninen (1997) discussed a dynamic model that can be used to describe various
degrees of backmixing in both co-current as well as countercurrent bubble columns. They
used a penetration model for their transient calculations that results in a system of ODEs
which were reported to be integrated with a stiff integration algorithm using sparse
matrix technique. They discussed the stability problems of the method based on
orthogonal collocation and recommended the use of finite difference approach as robust
and reliable. Schulzke et al. (1998) developed a one-dimensional mathematical model for
the dynamic behavior of bubble column reactors to study the absorption of carbon
dioxide into aqueous sodium hydroxide solution. Dassori (1998) also reports on the use
of modified cell model for the slurry bubble column reactor with significant backmixing
in the liquid phase in which interfacial mass transfer and phase distribution are accounted
for. In his model, the number of cells determine the degree of coupling among the various
hydrodynamic effects and is not related to the extent of backmixing as in the classical
models. This model was applied to the hydrocracking of heavy oil fractions. The most
recent example of the use of tanks-in-series model with backflow is the work of
Debellefontaine et al. (1999) in describing wet air oxidation for the treatment of
industrial waste-water and domestic sludge. They incorporated the effect of gas holdup,
mass transfer and kinetics of the liquid phase reaction as well as of the gas phase
thermodynamics using the Peng-Robinson equation of state and Henry’s law to describe

the equilibrium conditions.

Generation II: The Generation II models are based on some physical picture of the

observable phenomena in bubble columns. The observables that have been incorporated
into some of these Generation II models are the existence of two bubble classes (Vermeer
and Krishna, 1981; Shah er al., 1985; Shetty et al., 1992; Modak et al., 1993; Modak et
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al., 1994; Maretto and Krishna, 1999; Gupta ef al., 2001%; Gupta et al., 2001b), and liquid

and gas phase recirculation (Degaleesan, 1997; Gupta, 1999; Gupta et al., 2001%). It is
known that the time-averaged liquid recirculation flow patterns in a bubble column
reactor are the result of the differences in radial buoyancy forces arising due to the non-
uniform distribution of gas phase in the column (refer to Figure 2-6). It is this physical
picture that has formed the basis of most of the reactor modeling work accomplished in
this study.

In the two bubble class model, the gas phase is assumed to be composed of a
dense (small bubble) phase and a dilute (large bubble) phase. Both of these phases are
assumed to have interfacial mass transfer with the liquid phase, the mixing in which is
also described in terms of the axial dispersion model. The large bubble phase is assumed
to have no backmixing and to rise in plug flow whereas the small bubble phase is
described in terms of an axial dispersion model. These models, however, still do not treat
specifically the recirculation which exists in both the phases due to the strong buoyancy
gradients. Nevertheless, these models do indeed take into account some observable
phenomena and in general tend to have a slightly better fundamental basis. However,
since the axial dispersion model is in principle suitable only for flows which are not far
away from plug flow, the application of such models to describe gas and liquid mixing
which is a result of convection dominated recirculation provides a complete unphysical
explanation of the observed phenomena. Degaleesan et al. (1996°) investigated the
applicability of the ADM to characterize the gas and liquid phase mixing in a pilot scale
slurry bubble column during methanol synthesis. It was reported that the axial dispersion
coefficients obtained from tracer responses at various axial locations in the column show
a wide spread and, even though one can in principle fit the axial dispersion model to
obtain the effective dispersion coefficient, it would be almost impossible to use the
obtained coefficient for scale-up. This has been the greatest shortcoming of the ADM,
which has only had success in retrofitting experimental tracer data and has had rather
limited success in prediction of reactor backmixing for purposes of design and scale-up.

Nevertheless, in spite of its relative mathematical simplicity, it is still being widely used
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not as a definitive tool for design, but as a model to provide a first estimate on the bounds

of reactor performance.
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Figure 2-6. Mechanistic description of buoyancy induced recirculation and turbulent

dispersion in a bubble column reactor.

Realizing the shortcomings of the ADM in that it lacks a definitive physical basis,
work has been going on in our laboratory to incorporate greater information on
observable hydrodynamic phenomena into the reactor models. Towards this end, Myers
et al. (1987) developed a slug and cell model to describe liquid phase mixing and
interphase mass transfer with chemical reactions. More recently, Degaleesan (1997)
developed a two-dimensional transient-convection-turbulent-diffusion model to describe
mixing of tracer concentration in bubble column reactors from fundamental species
balances. The basis of the model is the schematic shown in Figure 2-6. The
hydrodynamic inputs were obtained from a simplified model for liquid recirculation and
an estimation procedure for turbulent diffusion coefficients. It was shown (refer to Figure

2-7) that once the correct and exact hydrodynamic description was provided as input to



the two-dimensional

convection-diffusion model,

responses could be accomplished.
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Figure 2-7. Prediction of liquid phase RTD in a co-current bubble column (Degaleesan,

1997)

The model above provided great promise and was successfully used to describe

liquid/slurry tracer experiments from a pilot-scale reactor. The efforts in this direction

have continued and as part of this study, we have been able to characterize the gas phase

mixing on a theoretical basis similar to the one used in the description of liquid phase

mixing. The details of the development of the gas phase mixing models, along with

comparison of simulation results with pilot scale data, are presented in Chapters 6 and 7.

As mentioned before, the Generations I and II models require an independent estimate of

gas holdup, and mass transfer coefficients. For puposes of parameter estimation for

reactor modeling of bubble columns, the approach of Kirshna (2000") for gas holdup and

Letzel et al. (1999) for mass transfer coefficient presented earlier, is recommended.
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Generation III: The Generation III models incorporate detailed fluid dynamic

description towards prediction of scalar transport in a multiphase flow situation. These
models are referred to as Computational Fluid Dynamic (CFD) models in which the
appropriate form of the momentum transport (Navier-Stokes) equations for each phase
are solved. The resulting information either provides a very detailed hydrodynamic input
to the species transport equations or alternatively the solution of the species transport
equations is achieved in a coupled manner with the momentum and energy transport
equations. For reaction conditions, as those found in Fischer-Tropsch chemistry as well
as most practical reaction systems, this could imply solution of 20-30 species transport
equations. Therefore, a completely coupled solution is very computationally intensive
and sometimes cannot be achieved in a realistic time-frame. As a result, most
applications of CFD to bubble column design are limited to describing the fluid dynamics
from which relevant information is passed on to models describing species transport.

The CFD models for bubble column flows specifically and multiphase flows in
general are still in their infancy and the literature in this field is limited but is growing at
an aggressive pace. One of the first studies reported is the work of Hillmer ef al. (1984)
where a two-dimensional two-fluid dynamic model with account for turbulence through
k-g model was developed for modeling slurry bubble column reactors. This model allows
one to investigate the mutual effect of fluid dynamics and chemical reactions. The
authors report the development of correlations for calculation of interaction forces
between the gas and slurry phase, which is based on experimentally obtained information
from reactive multiphase flows. A more recent example is the work of Carbonell and
Guirardello (1997) where a Computational Fluid Dynamics approach was applied for the
simulation of a slurry bubble column reactor to study the hydroconversion of heavy oils
under severe temperature and pressure conditions. Their simulations were carried out in
two steps. In the first part of their calculation, the pressure drop in the column as well as
the radial distribution of gas and slurry phases holdups and velocities were obtained by
solving momentum balances. These calculations provided the hydrodynamic input to a
reactor model where a thermal cracking reaction was simulated to predict the conversion

of heavy oil to lighter fractions such as diesel and naptha. Their results show that the
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recirculation pattern in the reactor leads to a high degree of backmixing in the slurry

phase, and that the temperature and liquid residence time have a profound influence on
the oil cracking conversion.

Two different approaches have been adopted to achieve a fluid dynamic
description of gas-liquid flows in bubble columns. In the Euler-Euler approach, both
phases are treated as pseudo-continuous with their respective physical properties.
Coupling and momentum exchange between the phases are obtained via sub-grid scale
models to describe phase interactions using a control volume as a basis. In the Euler-
Lagrange approach, the continuous (liquid) phase is modeled by a continuum description
while the dispersed (gas) phase is modeled as discrete bubbles. As a result, a large
number of individual bubbles are tracked and this approach is very computationally
expensive. In addition, at large gas volume fractions, an unrealistically large number of
notional bubbles need to be tracked to describe the physics accurately. In the absence of
reliable breakup and coalescence models, the application of these models have been
limited to very low superfical gas velocities (Lapin and Luebert, 1994; Delnojj et al.,
1997). In both these formulations, a description of the interactions between the phases is
required. Considerable efforts have been devoted to obtaining an accurate desciption of
phase interaction, however, this still remains a very active and young area of research
(Jackobsen et al., 1997).

Most computational fluid dynamic studies reported in the literature have focussed
on description of the phase distribution and prediction of levels of liquid recirculation in
bubble column reactors, and relatively little attention has until now been paid to the effect
of mass and heat transport on the hydrodynamics of the bubble column reactors
(Jackobsen et al., 1997; Delnoij er al., 1997; Krishna, 2000"). With the advances of
computational efficiency as well as a reduction in costs, it is becoming increasingly
possible to have detailed mathematical models for physical processes at various length
and time scales and to obtain the solution of these complex system of equations. Various
modeling and computational schemes have been developed to address the prediction of
bubble column flows and the reader is referred the references listed in Table 2-2 on some

recent developments in CFD of bubble column reactors.



Table 2-2. CFD studies of bubble column flows
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Reference Interphase | Turbulence Case Studies Quantities
Forces Model Reported
®Grienberger and | Drag k-€, D.=29cm Ug, Uy, £, k, €
Hofmann (1992) | Magnus Lift Ug =2, 8 cr/s
U=1cm/s
PRanade (1995, | Drag k- Ug, U, €, K, €
1997) Magnus Lift
‘Boisson and Drag k-¢ D.=13.8,28.8cm | u,, u, g, k, €
Malin (1996) Virtual Mass U, =4-8 cm/s
Magnus Lift U;=0-1 cm/s
Interfacial
Pressure
3¢Jakobsen ef al. | Turbulent Drag | k-g D.=14cm Ug, W, €, K, €
(1997) Magnus Lift U, =6-14 cm/s
Virtual Mass U;=0cm/s
“Delnoij et al. Drag None Experiments of Snapshots of
(1997) Virtual Mass Becker er al. u, and
Magnus Lift (1995) bubble
Bubble locations
Collisions
*Mitra- Drag k-€ D;=15cm Ug, Uy, Us, Eg,
Majumdar er al. | Solid Ug =5-11 cm/s comparison
(1997) Collisions U=1cm/s with
experiment
*Krishna et al. Drag k-¢ D, = 14-600 cm Ug, U}, €, k, €
(2000 Small and U, =1.9-35 cm/s
Large Bubble U;=0cm/s
phases

? 2-D axisymmetric, steady, Euler-Euler
®2.D transient, Euler-Euler

¢ 2-D axisymmetric, transient, Euler-Euler

¢ 2-D axisymmetric, transient, Euler-Lagrange
¢ 3-D transient, Euler-Euler
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Chapter 3. Conductivity Probes for
Liquid Mixing in Gas-Liquid Flows

3.1. Introduction

Bubble column reactors have been used extensively in hydrogenation, oxidation,
hydroformylation, chlorination, fermentation and natural gas conversion processes to
fuels and chemicals. Often it is important to assess the state of mixing of the liquid phase
since it is the controlling factor of reactor performance. In bubble columns without
baffles or trays, it is typically assumed that macroscopically the liquid is perfectly mixed.
When departure from complete backmixing is desired, staging of the bubble columns via
trays/baffles is implemented (Shah et al., 1982). The information in the open literature on
local liquid backmixing in bubble columns with and without trays is sparse, and as part of
this doctoral work, it was undertaken to study it experimentally. In order to accomplish
this, a suitable method had to be determined for measuring tracer concentration in the
liquid phase, unmasked by the presence of the gas, and to evaluate what state of mixing
frequencies can be captured by the selected conductivity measurement equipment.
During the course of this work, it was found that the solution to this problem was non-
trivial.

Electrical conductance/capacitance probes have been frequently used for the
estimation of bubble properties in gas-liquid/gas-solid flows as well as in gas-liquid-solid
fluidized beds (Svendson et al., 1998; Gunn and Al-Doori, 1985; Buchholz ef al., 1981;
Werther and Molerus, 1973). In addition, signals from conductivity probes, which are
calibrated to provide instantaneous point phase holdup information, have been used for

experimental characterization of regime transitions in multi-phase flows from time-series
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data utilizing sophisticated numerical tools (Briens et al., 1996). In several other studies,

where the quantity of interest is just the time-averaged phase holdup, probe designs (plate
and ring-shaped electrodes) different than those employed for instantaneous conductance
measurements have been used (Hu ef al., 1985; Andreussi, ef al., 1988; Fossa, 1998;
Zrymiak and Hill, 1986; Cartellier and Achard, 1991; Tsochatzidis, et al., 1992; Hassan
and Rush, 1985).

The conductivity probes can also be utilized to estimate liquid phase velocities
and to study local liquid mixing in single as well as two-phase systems by the
measurement of liquid phase electrolytic tracer concentrations (Choi, 1996; Boddem and
Mewes, 1996; Sokolov and Mashaal, 1990; Rustemeyer ef al., 1989; Shah er al., 1978).
Traditional application of conductivity measurements involved the characterization of the
liquid phase concentrations of the tracer ionic species in solutions devoid of gas. When
such measurements are used to obtain the overall liquid phase residence time distribution
(RTD) in single-phase flow, little ambiguity is encountered in the interpretation of
conductivity-probe signals, as they are free from biased-noise contributions, which due to
bubble passage, are inevitable in two-phase flow. However, the usual noise contributions
associated with the electronics etc. are present irrespective of whether the signals are
obtained in a single or a two-phase system. Such noise components are readily removed
by using appropriate filters, viz., the filters available in the Signal Processing Toolbox
(MATLAB™ Ver. 5).

Experimental evidence indicates that signals acquired using conductivity probes
in two-phase gas-liquid flows are corrupted due to significant systematic lowering of the
measured conductivity when a bubble hits the probe. This systematic bias in the
measured conductance in gas-liquid flows has frequently limited the use of such probes
for tracer experiments. As the conductivity of the gas is appreciably smaller than that of
the liquid containing an electrolyte as tracer, one observes frequent dips in the measured
electrical conductance signal as bubbles pass over the probe measurement volume. If one
were to apply standard filtering techniques, one obtains a filtered signal that is always an
underestimate of the actual signal, which one would measure if there were no bubbles

(gas) present in the system. This is because the noise component, which one is trying to
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remove, has a non-zero mean and this causes the filtered signal to under-predict the

actual value.

Rustemeyer ef al. (1989) tried to avoid the signal corruption due to bubble
passage by mechanically screening the probe tips. However, the screening of the probe
tips to avoid completely the presence of gas can never be perfect, and the signals shown
in their article still seem to carry some information due to bubble interaction with the
probe tips. Other researchers have tried to resolve the signal corruption due to bubble
passage by standard data filtering techniques (Boddem and Mewes, 1996). However, the
filtered tracer response seems to have lost some information for the very reasons
mentioned above. Standard digital signal filtering procedures assume that the noise
component of the signal to be filtered has a zero mean, which happens to be the case only
with random noise associated with either the measuring device or fluctuations in the
electrical signals. As mentioned earlier, the interaction of the bubbles with the
conductivity probes causes a systematic lowering (bias) of the measured signals. If this
systematic lowering of the signals were to be considered as noise, the mean of such a
noise component is not zero, and standard filtering algorithms do not work very well in
removing them. Therefore, interpretation of data from the tracer experiments in gas-
liquid flows becomes non-trivial as standard filtering techniques for removing un-biased
noise (with zero mean) from the conductivity probe signals are not applicable.

An in-house special purpose software filtering technique has been developed that
can effectively tackle the problem of extracting meaningful information about the liquid
phase conductance alone from data with systematic corruption obtained in two-phase
gas-liquid systems. The advantage of using a software-based filter over a hardware filter
is that the acquired signal can be tested against several software filters, whereas a
hardware filter permanently filters the original signal, which is no longer accessible for
further processing. The filtering technique developed in this work is first demonstrated
on numerically generated signals and is subsequently applied to experimental data sets

acquired in bubble columns.
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3.2. Experimental Setup

Figure 3-1 shows the experimental setup of a counter-current staged bubble
column with an inner diameter of 7.5” (19-cm) and overall height of 94.5” (240-cm),
which was used to acquire the data sets on which the developed filtering technique is
demonstrated. The column is made of clear acrylic and is operated using air as the gas
phase while tap water serves as the liquid medium. A shower-type liquid distributor at
the top and a gas distributor at the bottom maintain counter-current flow of liquid and
gas, respectively. Two air spargers were employed in this study having evenly distributed
holes of 0.35 mm in diameter as shown in Figure 3-2. The column was sectioned into
four stages by the use of three trays each having 42 holes '4” in diameter. Several ports
were installed in the middle stage and on each side of the tray so that liquid conductivity
probes could be inserted for local measurement of liquid-phase tracer concentrations.
The entire column was supported at the bottom by the plenum. The conductivity probes
(MI-900 Series conductivity electrodes) used in this study were obtained from
Microelectrodes Inc. Each probe is interfaced to a 486 PC via a data acquisition board
(AT-MIO-16E-10 having a 12-bit resolution and capable of sampling at a rate of 100
kilo-samples/sec) from National Instruments. The probes consist of two electrodes
(platinum black coated) approximately 3 mm apart, which are encased in plastic tubing
approximately 6mm in diameter and 30 ¢cm in length. The probes are connected to
conductance meters (YSI Model 35), and the output from the meters is sent to the data
acquisition board.

A pair of conductivity probes was used to acquire the experimental data with the
two probes spatially configured as shown in Figure 3-3. In this configuration, the first
probe (Probe 0) was positioned in the downcomer region of Tray 2 with the tip of the
probe 1.5 cm from the wall and 3.18 cm below Tray 2, whereas, the other probe
(Probe 1) was placed in the center of the column 3.18 cm below Tray 1 (as shown in
Figure 3-3). These point-measurement of liquid-tracer concentrations were made only
with Sparger 2, while for studying the sparger effects, alternate probe locations were
employed as discussed in Section 3.7.1. To assess the ability of the developed filtering

technique to reliably extract the liquid phase conductance in response to an impulse
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tracer injection, three different gas and liquid flow rates were used as summarized in

Table 3-1. The table also includes the overall gas-holdup values measured using the bed-
expansion method. For the tracer experiments, the liquid stream was not recycled and

was discharged into a drain from the liquid outlet.

Liquid Tracer Injection
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Figure 3-1. Schematic of the counter-current staged bubble column process loop and the

data acquisition set-up with a sketch of the conductivity probes.
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Figure 3-3. Location of the conductivity probes during tracer response measurements.
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Impulse tracer injections were made in the liquid inlet stream before the liquid

distributor for each of the three operating conditions. The injected tracer consisted of 10-
ml of 0.2-gm/ml KCI solution and was introduced at the top of the column into the
showerhead with the aid of a syringe. The start of the injection was controlled to the
accuracy of a tenth of a second with the help of a stopwatch. The data acquisition system
was initiated exactly a minute before the actual injection of tracer was made. This was
done to aid in filtering the data later as well as to get an in-situ baseline measurement.

The duration of tracer injection was 2.5 = 0.5 seconds for all the runs.

Table 3-1. Operating conditions for various tracer experiments.

Experiment Flow Rate Superficial Velocity (cm/s)  Gas Holdup', g,
Number
Gas (SCFH) Liquid (GPM) Gas Liquid Sparger-1  Sparger-2
1 118 2.0 3.25 0.44 0.07 0.11
2 118 6.5 3.25 1.44 0.08 0.12
3 236 6.5 6.51 1.44 0.12 0.20

" (Kemoun et al., 2001 %)

Subsequent to this study performed in a tray bubble-column, the liquid tracer
measurement technique, as developed in the next few sections, was applied to study the
temporal evolution of local liquid-tracer concentrations in a bubble column having no
trays and with the liquid in batch mode. The description of the experimental setup for that

study is presented in Section 3.8 along with the discussion of the obtained results.

3.3. Problem Description

Figure 3-4 shows the signals obtained from the conductivity probe exposed to
three different media, specifically air, water and air-water. The sampling frequency for
data acquisition was 100 Hz with a total sampling time of 60 seconds. It can be clearly

seen from the figure that the signals obtained from measurements in air and in water
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(single-phase measurements) have minimal un-biased noise associated with fluctuations

in the supply voltage. However, the signals from the gas-liquid system with turbulent
bubbling of gas in batch liquid, show significant systematic lowering of the signal when
bubbles interact with the probe surface. Our objective is to be able to extract, from
signals acquired in gas-liquid systems, the liquid phase conductance devoid of biased

noise resulting from frequent bubble passage over the probe tips.
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Figure 3-4. Typical signals measured by the conductivity probe in single and two-phase

media.

As mentioned earlier, if standard filtering algorithms are employed for data
filtering, then the filtered signal is systematically under-predicted. This is shown in
Figure 3-5, where a second order Butterworth filter (MATLABTM Ver. 5) was used to
filter the signal from the gas-liquid system, and obtain filtered responses. Two cut-off
frequencies (0.5 Hz and 0.05 Hz) were used to filter the signals. It can be seen from
Figure 3-5 that in spite of a very low cut-off frequency of 0.05 Hz, the filtered signal is

an under-prediction of the signal measured in water. To overcome the difficulty
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associated with standard filtering techniques explained above, it was realized that some

kind of threshold criterion has to be resorted to so that one is able to get the uncorrupted
signal. The details of the developed filtering algorithm and its ability to filter out the
biased noise due to bubble passage from the conductivity probe signal are presented

below.
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Figure 3-5. Performance of a standard Butterworth filter of order 2 in filtering

conductivity probe signals.

3.4. Description of the Filtering Algorithm

The filtering algorithm developed as part of this work involves the steps described
below and presented as a flow chart in Figure 3-6. Coupled with the thresholding
criterion is the use of Butterworth filters from the Signal Processing Toolbox
(MATLAB™ Ver. 5) in the procedure to filter the conductivity-probe signals to remove

the biased noise due to bubble passage. The steps involved in this procedure are:
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1. The raw signal, RS(t), is first subjected to a regular Butterworth filter to obtain the

filtered signal FS(t).

2. The filtered signal, FS(t), is further processed as follows. At each time instant, if the
filtered signal, FS(t;), is lower than the raw signal, RS(t;), then the filtered response is
made equal to the raw signal. However, if at that instant, the filtered signal is higher
or equal to the raw signal, the filtered signal, FS(t;), is accepted as the transformed
signal without any modifications. This procedure is referred to as thresholding. The
resulting transformed signal, FST(t), is the filtered plus thresholded signal.

3. A residual (RES) is calculated, which is equal to the square root of the sum of the
squares of the differences between the raw (RS) and filtered plus thresholded (FST)
signals, divided by the total number of data points in the time-series.

4. If this residual is less than a certain tolerance (TOL - 5x10°° volts in this case), then
the filtered plus thresholded response is taken to be the final filtered response,
otherwise the filtered plus thresholded signal replaces the raw signal, RS(t) = FST(t),
and the process is repeated by returning to Step 1.

5. This procedure is continued until the tolerance criterion is met.

The choice of the tolerance (TOL) in general will depend upon the system being studied,
and can be estimated from a few test runs in the specific gas-liquid system under
investigation. Too strict a tolerance could, however, result in over-smoothing of the

signal, and consequently, a loss of information.

3.5. Results and Discussion - Implementation of the Filtering Algorithm

Figure 3-7 shows the results of the above algorithm applied to the raw signal in
Figure 3-4. Here we coupled a Butterworth filter of order 2 with the new filtering
procedure and performed the filtering operation, using the same two cutoff frequencies
(0.5 Hz and 0.05 Hz) to compare the performance of the new technique with that of the
standard filter. One can immediately see from the figure that the new filtering algorithm
has performed much better in extracting a very reasonably smooth signal from the raw

data, and that the final filtered signal is relatively independent of the cutoff frequency.
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However, this observation may not be general, as the desired final signal is obvious from

visual inspection and is relatively easy to extract as it has insignificant amplitude
variation. Therefore, the most important question that remained to be answered was
whether this technique could be applied to a signal which resembles a signal similar to
the one obtained while measuring the impulse response of an electrolytic tracer in the

liquid (water) phase.
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Figure 3-6. Flow chart for the developed filtering algorithm.
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Figure 3-7. Performance of the new filtering technique, in conjunction with a Butterworth

filter of order 2, in filtering conductivity probe signals.

To answer this important question, a numerically generated signal resembling a
typical response to an impulse tracer injection was created. This signal was then added to
the raw air-water signal (shown in Figure 3-4) acquired in a bubbling air-water system.

The numerically generated signal was created using the following expression:

ym/m = yraw t S 5

3 3-1
ynum = yraw +4‘0* {(’ - 5)*exp(_ —,{;j + (’ - 5).<X * GXP(" i?t')} {2 5 ( )

where yrw is the air-water signal in Figure 3-4.

The performance of the standard and new filtering algorithms on the signal
obtained from this numerical tracer test is shown in Figure 3-8a. Upon visual observation
again, one can see that the new technique has been able to extract the equivalent liquid

phase conductance much better than the standard Butterworth filters. Two different cutoff
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frequencies were tested to study their effect on the final filtered signals. As before, even

with a higher cutoff frequency, the new algorithm performed better than the standard
filtering procedure.

To test the algorithm on an actual experimental data set, the filtering procedure
was applied to raw conductivity signal of Probe 0 obtained under operating conditions of
Experiment 1 as shown in Table 3-1. From Figuré 3-8b, one can see that the algorithm
has been successful in producing the desired level of data reduction, while the use of the
standard filtering algorithm results in loss of information especially near the peak of the
experimental response. Thus, by the above filtering plus thresholding procedure we are
retaining frequencies less than or equal to the cutoff frequency as the successively
filtered signal relaxes to the final filtered plus thresholded signal. It should be noted from
Figure 3-8b that when a cutoff frequency of 0.1 Hz is used in the developed filtering
procedure, it results in over-filtering the signal. This in turn results in the leading edge of
filtered signal to precede the leading edge of the raw signal, which is not real. Thus, a

proper selection of the cut-off frequency is vital to proper implementation of the filtering
algorithm.

3.6. Characteristic Response Time of the Conductivity Probes

When acquiring point liquid phase tracer responses, an important issue that needs
to be addressed is that of the probe response time. At a sampling frequency of 100 Hz
and a total sampling time of eleven minutes needed for the tracer (electrolytic KCI
solution) to completely exit the system, an enormous amount of raw data would be
acquired. This might not provide any additional information than if the data was acquired
at a lower sampling frequency; as a high sampling frequency only results in storage of
non-significant data. A sampling frequency of 100 Hz would imply by the Nyquist
criterion that one can capture actual phenomena with the frequency-content up to 50 Hz.
This would only be true if the conductivity measurement system has an overall response
time approximately 3-5 times faster than 20 milliseconds to ensure that the measured
signal relaxes to 95-99% (assuming first order response) of the final value when a step

change in conductance occurs.
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The characteristic response time of the probes was found experimentally (as is

described later in this section) to be around 75 milliseconds (assuming first order
response), which corresponds approximately to a frequency of 13 Hz. A characteristic
probe response time of ~ 75 milliseconds implies that with such a probe one could
confidently monitor a process having a characteristic time of greater than ~ 400
milliseconds. In other words, one cannot expect to capture reliably any phenomena that
have characteristic frequencies higher than 2-3 Hz. The characteristic frequency of the
tracer washout curves, for typical bubble column experiments, is in the range 1x10° -
1x107% Hz. This range is two orders of magnitude lower than the highest frequencies that
these probes can capture, implying that the use of these probes for the current work is
well justified. Therefore, a sampling frequency 3-5 times the highest characteristic
frequency that can be captured with these probes (2-3 Hz) would be approximately 10
Hz. Hence, 10 Hz was chosen as the sampling frequency for all the tracer experiments on
the counter-current staged bubble column.

The approximate characteristic-response time of the probes was determined
experimentally by modeling the time for the probe signal to rise from that in air to that in
tap water by a first order process with zero dead-time. The experiment was repeated five
times by dipping the conductivity probe into a beaker containing tap water while
recording this temporal variation of the probe signal. The synchronization between the
processes of data logging of the probe response with time and the dipping of the probe
into the beaker containing tap water was attained with the aid of a stopwatch. The
characteristic probe time was subsequently determined by fitting a first order curve to the
average of the probe response from the five repetitions. The results of such an experiment
are shown in Figure 3-9. Unfortunately, due to the relatively poor de-wetting
characteristics of the probes, the reverse experiment to determine the fall time of the
probe signal, when the probe is withdrawn out of tap water into air did not yield any
useful information.

In general, the choice of the cut-off as well as of the sampling frequencies will
depend on the smallest characteristic time-scale (highest frequency) that one is trying to

capture from these experiments. It should be pointed out that this method (or for that
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matter any other) will lead to significant errors when the highest characteristic frequency

that one wants to capture is of the same order as that corresponding to bubble passage,
breakup and coalescence. It has recently been reported by Letzel er al. (1997) that in
bubble columns of industrial importance, characteristic frequencies of O (10° Hz) are
related to overall liquid circulation; those of O (10' Hz) are related to bubble passage,
coalescence and breakup; while those of O (10% Hz) are associated with the turbulence
microscale in the system. Therefore, a natural question to ask is whether similar
information could be obtained from the conductivity probe signals acquired in a gas-
liquid turbulent bubbling system. If bubbles are expected to exhibit a similar frequency
response in this system as the one reported by Letzel er al. (1997), then to satisfactorily
capture the characteristic frequency due to bubble passage with the conductivity probes,
one has to have the characteristic response time of the probe to be at the most 20-30
milliseconds. This obviously is not the time resolution of the probes we are currently
using. Thus, one would not be able to distinctly see a frequency corresponding to bubble-

passage with these probes; and probes with a better time resolution are required for such

a purpose.
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Figure 3-9. First order model fit of the rise of the conductivity probe signal from the one

detected in air to that in tap water.
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3.7.  Results and Discussion — Tracer Tests in Counter-Current Staged Bubble
Column

To test the feasibility of the developed filtering technique on experimentally
acquired data as opposed to a numerically generated one, impulse tracer injections were
made as described in the section on 'Experimental Setup'.

Figure 3-10 shows the tracer response curves for the two probes utilized in
studying the inter-stage mixing at the three operating conditions. One can immediately
see that the developed filtering technique has been successful in extracting smooth liquid-
phase impulse-tracer responses. As can be seen from Table 3-1, experiments 1 and 2
were performed to examine the effect of the liquid flow rate, while experiments 2 and 3
were conducted to characterize the effect of the gas flow rate. Since the liquid flow rate
for experiments 2 and 3 was the same, one can see from the Figures 3-10(b) and 3-10(c)
that the impulse responses of the two probes in these experiments are very similar even
though the gas holdups under these two operating conditions were significantly different.
From Figures 3-10a and b, one can also see that the liquid flow rate has a significant
effect on the tracer response curves. This comes as no surprise as the tracer response
curves have to get washed out approximately three times as fast for a liquid flow rate of
6.5 GPM vs. a flow rate of 2.0 GPM. Additionally, a higher liquid flow rate enhances the
radial mixing on the stage and hence, the tracer response curves are washed out almost
uniformly throughout the stage.

From Figure 3-10, one can also see that the trays provide the desired effect of
staging for the liquid phase in the bubble column which inherently results in reduced
backmixing. The staging effect can be quantified in terms of the characteristic time delay
(tLac) between the two signals. This time delay is computed using the cross-correlation

technique (Keane and Adrain, 1992) as given by Equation 3.2.

R(r)= _ l Probe_0(t)* Probe 1(1—7)dt (3-2)

T, =T for which R(t)is maximum
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Figure 3-10. Tracer response curves for the experiments at different operating conditions

listed in Table 3-1 with the two probes positioned as in Figure 3-3.

Table 3-2 shows the characteristic time, at different operating conditions, by
which the signals arriving at Probe_1 lag those that arrive at Probe_0. The characteristic
lag time can be used to provide an good estimate of the mean interstitial velocity of the
liquid phase between the two probes, which is only an estimate of the long-time average
velocity between the two points, and not the instantaneous velocity. Knowing the
distance between the probes (L = 20 inches), the average interstitial liquid velocity
between the two probes is calculated as

h-3,) -

z-I.A(i
The tracer responses presented in Figure 3-10 are further processed to obtain the

mean (Zyeqn) and dimensionless variance (o”D,-,,,e,,s,'o,,/ess) for both probes at each of the
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three operating conditions. These two quantities are defined in Equation 3-4 with the

respective value for each tracer response being presented in Table 3-2.

o= [f,0)ar

0

- (»)’.l‘f;(t)dt L TMcan ful ‘L;O , i 0 Pl‘Obe_O (3 4)

S LA T e

w o TMean

fe-u) 1,0)a
Ho=" 0

H;

In the above equation, fi(t) are the voltage response from the conductivity probes.
Additionally, the tracer responses in Figure 3-10 were normalized by the area under the
curves, and the time scale was normalized with yo.-m, Which is defined by Equation 3-5.

The normalized responses are presented in Figure 3-11 for the three operating conditions.

T Norm = _[-I%E_H) (3'5)

L.sup

Table 3-2. Mixing parameters from the tracer response curves.

Experiment 1 2 3
Number Probe 0 | Probe_1 | Probe O | Probe 1| Probe 0 | Probe 1
Ug.sup (€V/S) 3.25 3.25 6.51
UL sup (c1V/5) 0.44 1.44 1.44
TNorm (SEC) 103 31 28
Trag (sec) 73 40 31
UL et (C111/s) 0.62 1.12 1.32
1’ (volts-sec) 21.89 | 27.17 1066 | 12.10 8.48 10.62
(LO)probe o (1)probe 1 0.81 0.88 0.80
(Kc)probe o/ (Kc)probe 1 0.81
u! (sec) 168.2 285.3 1026 | 160.1 97.6 149.7
p? (sec?) 116322 | 194262 | 3842.1 | 6261.6 | 1969.6 | 4243.8
Thean (SEC) 117 57.5 52.1
& Dimensionless 0.57 0.73 0.84
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It is to be noted that since the two probes utilized in this study had different linear

calibration constants, the values of the zeroth moments for the two probes are different.
However, since the probe responses are linear, then the ratio of the zeroth moments of the
two probes are equal to the ratio of the calibration constants of the two probes. For the
precision of the experimental procedure, this seems to be true as can be seen from Table
3-2. From the values of the characteristic times and velocities presented in the table, it
can be inferred that there is an indirect liquid flow path from the downcomer of tray-2 to
a location beneath tray-1. That is the reason why 2y, is smaller than 7y, since a
significant portion of the liquid has to travel along the downcomer of tray 1 to be able to
reach the Probe 1 location. Another interesting feature emerging from Table 3-2 is the
value of the dimensionless variance of the various tracer response curves. The variance at
each location is lower than one, which indicates that the flow pattern between trays is far
removed from being perfectly mixed. However, with increasing gas and liquid flow-rates,
the intensity of infer-stage mixing increases as can be seen by the consistent increase in

the dimensionless variance and in the average interstitial velocity of the liquid phase.

3.7.1. Effect of Gas Sparger Design

It was anticipated that sparger design might have a significant effect on mixing in
the liquid phase on a tray in the staged bubble column. As a result, two different sparger
configurations, as shown in Figure 3-2, were tested for their effect on liquid mixing on
the middle tray. For this purpose, the two probes were located in the center of the column
section between trays 1 and 2 with Probe 0 placed just below tray 2 while Probe 1
located just above tray 1. Figure 3-12 shows the tracer response curves obtained at the
three operating conditions for these two different spargers. The first important conclusion
that can be reached from these results is that relative to the convective time-scale for the
column, the differences between the probe responses are negligible, implying close to

perfect intra-stage mixing on the tray.
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Figure 3-11. Normalized tracer response curves of Figure 3-10.

From Figure 3-12, it can be seen that the sparger has the most significant effect on the
local liquid-phase tracer responses at the lowest liquid flow rate used (2 GPM =0.015 ft/s
= 0.44 cm/s). At this liquid flow-rate, the response curves with sparger 1 are noticeably
broader than those obtained with sparger 2. This effect is not seen at the highest liquid
flow rate used (6.5 GPM = 0.048 ft/s = 1.44 cm/s), irrespective of the employed gas flow
rate. This observation is not surprising since the gas holdup for the two spargers are
significantly different (refer to Table 3-1), which implies that the tracer is washed out
slower for sparger | as compared to sparger 2. However, at increased liquid throughput,
the differences in the macroscopic liquid flow-patterns arising from the differences in gas
holdup diminish, resulting in insignificant differences in tracer washout curves.

Qualitatively therefore, the sparger effects at increased liquid throughput are insignificant



70

and the minor differences that do exist among tracer responses from the two spargers can

be quantitatively analyzed from the mixing parameters computed using Equation 3-4.
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3.8. Results and Discussion — Tracer Tests in a Bubble Column with Batc711

Liquid

This section briefly describes the application of the filtering algorithm developed
in this study to qualitatively investigate liquid mixing in a bubble column with no
internals and with the liquid in the batch mode of operation. The column was open to
atmosphere during the course of the experimentation with the gas phase being
compressed air and the liquid phase being tap water. Figure 3-13 shows the sketch of the
experimental setup used for the study along with the sketch of the employed distributor.
Two different tracer injection locations were investigated with one being close to the gas
distributor and the other being in between the two probes. Because of the limitation of the
tracer injection apparatus, the injection points were chosen to be close to the wall as can
be seen from Figure 3-13. A range of gas superficial velocities was employed to assess
the ability of the probes to capture the liquid-phase tracer responses with increasing gas
volume fraction. The acquired signals were processed using the algorithm described in
the preceding sections, and the results are presented in Figures 3-14 and 3-15 for the
bottom and middle injections, respectively.

From Figures 3-14 and 3-15, the effect of the axial location of the tracer injection
point on the resulting liquid tracer responses can be clearly seen. It should be noted that
although the tracer injection points are shown to be 0.8” away from the column wall,
these are only representative of the location of the tip of the tracer injection-syringe.
Since the tracer shoots out horizontally upon application of pressure on the piston of the
syringe, the tracer introduction is more likely to be along a line inside the column rather
than at only one specific point. Unfortunately, the extent of the tracer injection
distribution along this line is controlled by the unknown hydrodynamics in the vicinity of
the injection point. Thus, it is not realistically possible to a priori obtain a precise

estimate of tracer injection dynamics.
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Figure 3-13. Sketch of experimental setup of bubble column with no trays.
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Figure 3-14. Liquid tracer responses as a function of gas superficial velocity for the

bottom tracer-injection location. a) Probe 0  b) Probe 1
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For the bottom injection location (refer to Figure 3-14), the tracer in its sojourn

from the injection point towards the probes located in the center of the column arrives at
Probe_0 earlier than Probe 1. This is to be expected since the recirculatory flow of the
liquid in a bubble column operation is known to have an upward flow in the center and
downward flow near the wall. Other interesting feature to observe from Figure 3-14 is
that by the time the tracer reaches Probe_1, it is fairly well-mixed resulting in the absence
of the peak that is present in the tracer response registered by Probe_0. Additionally, with
increasing gas superficial velocity, the extent of axial mixing increases as can be seen
from the arrival time of the tracer pulse at the measurement locations (refer to Table 3-3).

For the middle tracer-injection location, it can be clearly seen from Figure 3-15
that because of the upward flow of the liquid in the column center, Probe_1 receives a
clear impulse peak due to majority of the injected tracer being probably caught in the
upward flowing liquid. Since the location of Probe 0 is below the tracer injection
location, the portion of the peak pulse received by Probe_0 is a combined result of the
liquid recirculation superimposed with eddy diffusion (Degaleesan, 1997). Because of the
mixing of the tracer, its concentration gets diluted towards its steady value and thus the
peak responses recorded by Probe 0 is significantly lower than those recorded by
Probe_1. This can be clearly seen from the magnitude of the peak voltage responses of
Probe_0 and Probe_1 reported in Table 3-3.

From the figures above, it can also be seen that for all the superficial gas
velocities tested, the time to reach close to the steady state tracer levels is in the range of
20-30 seconds. However, the dynamics from the time of tracer injection to the time when
tracer concentrations level off shows a clear dependency on the employed gas superficial
velocity. Particularly for the superficial gas velocity of 5 cm/s, it can be seen that the
peak in the observed response is larger than that for other gas velocities. This implies that
mechanisms for mixing of the tracer are suppressed at this gas velocity which is generally
considered to lie in the transition regime characterized by higher gas holdups and lower

levels of axial and radial mixing (Degaleesan, 1997; Krishna, 2000").



76
Table 3-3. Peak response parameters resulting from impulse liquid-tracer injections in

the bubble column without trays.

UG sup Bottom Injection Middle Injection Middle Injection

(cm/s) (Probe_0) (Probe_0) (Probe 1)
Responsepe, |  Timepe,y Responsepe, |  Timepg,y Responsepcg, | Timepgy
(Volts) (Sec) (Volts) (Sec) (Volts) (Sec)

) 338E-01 | 1120 | 3.66E-01 | 7.93 | 8.92E-01 | 637
411E-01 | 950 | 2.52E-01 | 11.80 | 9.30E-01 | 5.47
g 3.82E-01 | 940 | 3.54E-01 | 7.90 | 6.96E-01 | 6.33
12 | 3.36E01 | 9.00 | 336E-01 | 720 | 5.I5E-01 | 5.40
169 | 3.82E-01 | 827 | 3.25E-01 | 697 | 591E-01 | 593
18 | 335E-01 | 793 | 278E-01 | 690 | 5.89E-01 | 5.80

3.9. Conclusions

A new filtering methodology has been developed to extract liquid phase tracer
responses from conductance measurements obtained in two-phase gas-liquid systems
undergoing turbulent bubbling. By properly choosing a cut-off frequency, and coupling
that with the thresholding algorithm described above, one is able to extract reliable
information from conductivity probe signals regarding liquid macro-mixing in gas-liquid
media. The new filtering approach has been demonstrated through experimental
measurements characterizing liquid mixing in a trayed bubble column operated with
counter-current flow of gas and liquid. Further, the measurement and signal processing
technique developed above was applied to study the effect of gas sparger design on the
liquid mixing characteristics of the trayed column. It was found that sparger design had
the most pronounced effect only for the lowest liquid superficial velocity employed and
was independent of the employed range of gas superficial velocity. Additional
investigation of the effect of staging using Computed Tomography has been reported
elsewhere (Kemoun ef al., 2001%).

To test the applicability of the filtering algorithm in high volume-fraction flows,

an additional application of the developed algorithm was demonstrated by measuring
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liquid-tracer responses in a chumn-turbulent bubble column without trays. It was found

that with increasing gas superficial velocity, the times for arrival of the peak response of
the tracer as well as their magnitudes were in general reduced indicating a stronger
recirculation implying faster mixing rates. A more quantitative analysis of the tracer
curves presented in this work could be accomplished in the future either using simplified
mixing models presented in Chapters 6 and 7 or employing full CFD calculations to
capture details of the temporal three-dimensional evolution of the tracer. Here, the
purpose was to demonstrate the suitability of the developed filtering algorithm at high
gas velocities. Combined with the application of smaller probes with shorter response
times than those for the probes employed in this study, this new filtering methodology

opens the possibility of its use in many potential industrial and research applications.
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Chapter 4. Monte Carlo Simulations of
Scintillation Counting by Cylindrical Nal

Detectors

In this chapter, an efficient computational scheme for surface integration over
detector solid angles has been developed for calculation of Nal (T1) detector efficiencies
(Yang, 1997). The scheme, which is based on the Gauss-Legendre quadrature
formulation, results in approximately 4-5 times reduction in computational costs as
opposed to the traditionally employed Monte Carlo techniques using random sampling.
The results from the developed scheme have been validated against previously published
work of Beam et al. (1978). The scheme has been further extended, by coupling with a
coordinate transformation procedure, to calculate detector efficiencies for cases when the
point isotropic radioactive source is placed inside a vertical cylindrical vessel containing
a liquid or a gas-liquid mixture. The simulation results show that the ratio of the photo-
peak efficiency to total efficiency does not change significantly with or without the
presence of the intervening medium between the point source and the detector. However,
significant variations in the values of the peak-to-total efficiency ratio exist for different
source positions relative to the crystal surface. This is an important result for non-
invasive tracking of a radioactive particle which utilizes Monte Carlo simulations of
detector efficiencies for obtaining, from the time series of tracer particle locations, the
quantitative hydrodynamic information inside process vessels for both single as well as

two-phase flows.
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4.1. Introduction

Gamma-photon pulse detection using inorganic scintillation detectors is usually
accomplished by employing Nal (TI) detectors owing to their high scintillation efficiency
(Tsoulfanidis, 1983). The most frequently used detector in photon counting systems is a
right circular cylindrical crystal made of sodium iodide (Nal) doped with (T1). The
detectors used in most engineering applications are of 17, 2” and 3” in diameter
depending on the particular application, with crystals of larger sizes being employed
mostly for monitoring of astronomical radiation (Cameron et al., 1991).

The pulse-detection efficiency of gamma-counting systems depends on the size of
the scintillation crystal as well as the energy of the gamma-photons emitted by the
source. In addition, the efficiency of detection also depends on the size and shape of the
source as well as the intervening medium between the source the detector. Numerical
estimation of these efficiencies in the absence of intervening media between the source
and the detector has been usually accomplished using Monte Carlo methods
(Tsoulfanidis, 1983; Beam ez al., 1978; Saito and Moriuchi, 1981). However, information
on computation of detection efficiency in the presence of non-uniformly distributed
intervening media is rare (Larachi et al., 1994). In applications where the trajectory of a
radioactive particle is tracked non-invasively, inside a usually non-transparent vessel
with multiphase flow, with the aid of an array of scintillation detectors (Devanathan et
al., 1990; Devanathan, 1991; Degaleesan, 1997), the effect of temporally and spatially
varying medium on detector efficiency must be estimated. Therefore one needs to devise
efficient computation schemes for repetitive evaluation of detection efficiency in particle
tracking experiments.

Beam et al. (1978) have discussed in detail the basic framework of the Monte
Carlo simulation technique for the calculation of total and photopeak efficiencies of
right-circular cylindrical Nal (T1) detectors for arbitrarily located point isotropic
sources emitting y-rays. They show that Monte Carlo calculations can provide detector
efficiencies at any specified energy, without resorting to tedious experiments. In this

study, this basic framework has been extended to include the presence of non-uniformly
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distributed intervening media such as the vessel walls, and the two or three phase mixture

in the vessel. In addition, the numerical scheme has been modified to be more efficient
by evaluating the surface integrals over detector solid angles using the Gauss-Legendre
quadrature formulation (demonstrated originally by Moens et al. (1981) for calculation of
detector solid angle) instead of the traditional random sampling based Monte Carlo
integration. The traditional Monte Carlo based method for calculation of overall detector
efficiencies in the presence of intervening media has been employed by Larachi et al.
(1994). However, they have not included the calculation of photopeak efficiency in their
implementation, as they estimate it from the ratio of photopeak to total efficiencies,
which they assume to be a constant. It has been shown in this work that the assumption of
a constant ratio of photopeak to total efficiencies, for a fixed relative location of the
point isotropic source with respect to the detector, is well justified for engineering
calculations (within a couple percent). However, the ratio does not remain constant for all
locations of the point source in the vessel (with a 10-15 percent variation). In other
words, the presence or absence of an intervening media does not alter the ratio

significantly as long as the source and detector have the same relative positions.

4.2. Mathematical Formulation

The basic framework for this work is based on the study by Beam et al. (1978)
that presented detailed calculations of detector efficiencies with no intervening medium
between the source and the detector. Their development does not include the effects due
to the cladding material encasing the scintillation crystal or the photo-multiplier
mounting. Some researchers have shown that these effects may be significant when
simulating the entire energy spectrum (Nardi, 1970; Steyn er al., 1973; Saito and
Moriuchi, 1981). However, if the interest is in simulating only the photo-peak portion of
the energy spectrum, the results appear to be insensitive to the inclusion or non-inclusion
of the effects of the cladding material in the simulations. This observation is in line with
the findings from this work wherein the presence or absence of an intervening medium

does not alter significantly the ratio of photopeak to total efficiencies. Therefore, for the
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purposes of this work as well, the effects due to cladding and scintillator encasing have

not been included in the mathematical formulation. In addition, only Compton and
photoelectric interactions of the photons with matter are considered, and production of
secondary electrons has been neglected. This implies that the photon energies should be
less than 1.022 MeV. This holds true for the average photon energy of the radioactive
source of interest to us in particle tracking experiments (Sc*®) and therefore, presents no

limitation.
4.2.1. Monte Carlo Formulation

The Monte Carlo method consists of tracking a large number of photon histories
from emission at the point isotropic source to absorption within the detector volume.
Concepts from probability theory (random numbers) are combined with geometrical and
transport considerations to locate the photon collision sites, as well as trajectory, energy
and direction through each history. A photon history is terminated when either the weight
of a scattering interaction (ratio of scattering to total cross-section) or the energy of the
photon falls below a specified minimum (e.g. 10'% or 0.01 MeV, respectively). As
discussed by Beam et al. (1978), three variance reduction steps are employed during each

history:

e Each jray is forced to strike the detector.
e Each y-ray is forced to interact within the bounds of the detector; i.e., photons
are not allowed to escape from the detector.

e Each interaction is forced to be a Compton scattering event.

Possibilities of bias due to these variance reduction techniques is eliminated by
calculating the appropriate weights for each of the above forced events using well-
defined physical and geometrical principles (Beam ef al., 1978). These variance
reduction techniques coupled with the numerical random sampling experiments provide

the detector efficiencies and solid angles as discussed below.
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Total and Photopeak Efficiencies

The total and photo-peak efficiencies, respectively, for detection of photons of a

given energy from a point isotropic source, can be evaluated by the following integrals:
T, = ” £,(c.8) 7, (cx,0)ds (4-1)

P = “’ £.(c.8) £, (ct,0)ds 4-2)

In these expressions, f; is the probability that a »ray photon reaches the detector surface,
fa is the probability that a yray photon reaching the detector surface has an interaction
with the detector crystal, f, is the probability that this interaction is by photo-electric
absorption, 7 is the vector from the point pray photon source to a point P on the
exposed detector surface, 7 is the external unit vector locally normal to the detector
surface at the point P, ds is the differential area element around the point P, and 2 is the

solid angle subtended by the active crystal volume on the point source (Refer to Figure 4-

1.

Scintillation
Detector

Figure 4-1. Graphical representation of the solid angle subtended by a scintillation

detector on a point source for evaluating the surface integrals in Equations
4-1 and 4-2.
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Traditional Monte Carlo methods of evaluating the above integrals are based on

randomly sampling photon trajectories within the detector solid angle and calculating the
average of the integrands (in Equations 4-1 and 4-2) over these samples. The
computation of these surface-integrals using different approaches is discussed in detail in
a later section. First, we address the evaluation of the various probability functions (f;, /2,
J») appearing in above expressions, which account for the different interactions of the
photons with the intervening medium as well as the scintillation crystal in its sojourn

from the point isotropic source to the detector.
Photon Interaction with Media in the Vessel and Detector Crystal

The estimation of detector efficiencies takes into account the interaction of the
photons with the vessel media and walls and is achieved by calculating the following

probability functions:

a) Probability that y»rays emitted within (2 would not interact with the reactor media

(liquid, gas-liquid, gas-liquid-solid mixture) and the reactor wall, £,

fu(a8)= exp(— Z w,d,(a, 9)) (4-3)

i=]

where, y; is the total linear attenuation coefficient of the /% material in the j-ray path and
d; is the distance traveled by the pray in the direction (@, ) through the /% material

(vessel media, wall, insulation).

b) Probability of interaction (Compton +Photoelectric) of gamma-rays, emitted within

the solid angle, with the detector crystal, f;
fi(a8)=1- exp(— Ky (a, 9)) 4-4)

where, 4y is the total linear attenuation coefficient of the detector crystal and d.y is the

distance traveled in the crystal by an undisturbed yray in the direction (e, 6).
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c) Probability that prays emitted within the detector solid angle will have a

photoelectric interaction with the detector crystal, f, (Beam et al., 1978)

§ / I II -1
l
- M) —+ w. W, 1

J=2 “j i=2 Hig (4-5)

where, w; is equal to fy, and d,j; is the distance traveled by a y-ray inside the detector, g
is the total linear attenuation coefficient of the detector crystal, 7 is the photoelectric
linear attenuation coefficient of the detector crystal, and o; is the Compton linear

' Compton scattering event.

attenuation coefficient of the detector crystal, all for the j
Note that since 4, 7; and o are functions of the yray energy, they have to be recomputed
after each Compton interaction of the photon within the detector crystal. Details of the
calculation of f, using the Klein-Nishina differential scattering cross-section are provided

elsewhere (Dunn and Gardner, 1972; Shultiz and Faw, 1996).
Solid Angle

The calculation of the total and photopeak efficiency inherently requires
integration over the solid angle, £2, subtended by the detector on the location of the point
isotropic source. The solid angle in these calculations is also usually calculated by the

Monte Carlo method and is given as
4 &
=— E /4 4-6
N (4-6)

where, N is the total number of photon histories and #; the solid angle subtended by the

i selection of angles o and @ (shown in Figure 4-2) and is given as
W = w(o)wla) @-7)

Angles a and & are the horizontal and vertical angles which are chosen from

rectangularly distributed random number as shown below. Two cases need to be
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considered for the position of the point source relative to the detector when sampling the

angles ¢and &
e A point source located as shown in Figure 4-2(a) so that the y-ray photons can
enter from the top as well as the side of the crystal.
e A point source located as shown in Figure 4-2(b) so that the y-ray photons can
enter only from top of the detector.

The horizontal angle a is derived from

a=a,,(2n-1) -, Sasa (4-8)

max max

where n is a rectangularly distributed random number. On the other hand the vertical
angle 6, which defines the angle along which the photon enters the detector, is chosen

using another rectangularly distributed random number n.
0 =cos™ {cos(@mm )—#'[cos(8,,,, )~ cos(8,., ]} (4-9)

The weighting factors, w(a) and w(6), for this selection of aand @ are given by

wla)= / J. = wla) = G (4-10)

T

W)= I Mde/fsmﬁ - w(6)=cos(t9mm)—cos(9m) (4-11)

2

-
mm

More details on estimation of Quax, Gnin, Gnax, and &.,; are provided elsewhere (Beam et
al., 1978). Here, the focus is on the methodology for calculation of intersection points of
a photon trajectory with the vessel walls and the needed coordinate transformations to

achieve this efficiently.
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Det L

(b)

Figure 4-2. Various possibilities of the relative orientation of the point source with

respect to the detector surface (Beam et al., 1978).



87
Coordinate Transformation Relative to Detector Coordinates

The angles « and 6, as described in Figure 4-2, need to be related to the direction
cosines of the yray path from the arbitrary tracer position inside the flow vessel to the
entry point on the detector surface. This is necessary for determining the distance a yray
travels inside the vessel and through the vessel wall. Since the detector axis for all the
detectors are perpendicular to the vessel axis, axes rotations and transformations are
implemented to make these calculations tractable.

The origin of the initial coordinate system is the center of the bottom of the
vessel, with z-axis in the vertically upward direction along the length of the column, and
the x-y plane forming the horizontal cross-section of the column. For any particle position
(Xp, ¥, 2p) inside the vessel and detector location (x., y., z.) outside the vessel, the

following axis rotations and transformations are performed:
First Coordinate Transformation

As shown in Figure 4-3(a), the first transformation is a rotation in the x-y plane by

an angle ' to make the detector axis parallel to the new x'-axis:
r Yy

tan™| 2 x. >0

xC

a)'=<—72£ x, =0 (4-12)

The particle and detector positions in the new coordinate system are (z coordinate

remains unchanged):

—- ' . ' [ : ' ' - -
X, =X,C080'+Yy, SiINW Yp=-x,sina'+y,cos’ z',=z, (4-13)

i
S

=X, COSW'+y , sine' V.=0 z', (4-14)
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With this transformation, the distance s between the center of the detector face to the

tracer location, and the radius p of the tracer from the detector axis are readily calculated:

p=bi-y, P +le -z, ) (4-15)

x —-x

The equations of the circles describing the inside and outside perimeters of the vessel in

the horizontal cross section remain the same as in the original coordinate system:

x'24y?= R} and x?+y?=R? (4-16)

1 0

where, R; and R, are the vessel inner and outer radii, respectively.

Second Coordinate Transformation

The second transformation, as schematically depicted in Figure 4-3(b), is a
rotation of the coordinates in the y’-z' plane by an angle »" to make the projection of the

3-D line (x; Vi Zp ) to (x.,y.,z.) ony'z' plane parallel to the new z"-axis:

’ ’
Z. -2,

12

4l yve-v, T
tan '[———C p] A
a =

(4-17)
/4 ' '
- Zc =z

2

The particle and detector positions in the new coordinate system are (x’ coordinate

remains unchanged):

sino"+y, cosw"  z, =z, cosw"+y), sine" (4-18)

[ " __ .
xp—-xp yp— z

'

p

X, =X, Yo ==z, Sinw"+ y,cosw" z,=z,cos0" +y.sinw"  (4-19)

The equations of the circles describing the vessel perimeters in the new coordinate

system now become:

. 2 . 2
X" +(z"sino"+ y"cos ") =R} and  x"*+(z"sine" + y"cosw")’ =R} (4-20)

1
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o 12! Coordinate
Transformation
®
S
(xpa yp) X’
Particle Location
(Xe» Yo)
Center of
Detector Face
(D,
X
~P
(@)
- A - . :
5 - Particle Location 2" coordinate
& (zp's yp') Transformation

PARALLEL
LINES

AN
\
\

\< o Center of Detector Face
(@' ye')

z,

>

(b)

Figure 4-3. Schematic describing coordinate transformations required in the calculation

procedure a) First Coordinate Transform b) Second Coordinate Transform.
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The direction cosines (cos &, cos B", cos ¥'") of the yray path from an arbitrary

location of the point isotropic source to the entry point on the detector can now be related

to the angles a and 6 (from the detector point of view) by:

cosa" =cosb,, cos " = sin6, sina, cosy"” = sin@, cosa

4 <z, 4-21)
T-6

t
IA
N

where 6, =

Ny
\Y
]

p~ “e
Therefore, the equation of the line from the point source to the point of jyray entry into

the detector for a particular choice of @ and &becomes:

x"=xp, +1cosa” y'=yy, +icos B’ "=z}, +1cosy" (4-22)
where, ¢ is the parameter defining the line in 3-D space.

These linear equations are solved along with the circle equations for the vessel
inside and outside perimeters to obtain the intersection points with the vessel inner and
outer diameters (ID & OD). Substitution of these linear equations (Equations 4-22) into
the circle equations (Equation 4-20) results in quadratic equations in ¢, which are readily
solved. With known values of ¢, the intersection points of the line between the source and
the detector with the vessel inner and outer walls are evaluated. There are two
intersection points for each circle equation. The one close to the detector is the true
solution, whereas the other is discarded. The distance traveled by the yray through the
media inside the vessel, d, and through the vessel wall, d,, are then determined by the

source position and intersection points, i.e.

A N A ) A A s (4-23)

" r 2 " ” " "
dW =\/(xp ~Yod +(yp _yod')z +("p _"‘od)z _dr (4-24)
In the above equations, ( x},, i,z ) is the intersection point with the vessel ID, whereas
(X);, Vas»25g) is the point of intersection with the vessel OD. With d, and d,, known, the

probability of non-interaction of a particular yray photon history is readily calculated
using Equation 4-3. Other details on following the photon history during its sojourn

through the detector crystal are the same as presented by Beam er al. (1978). This process
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of calculating the intersection points of the photon trajectory is repeated for each photon

history, and the integrals evaluated for the total and photo-peak efficiencies.
4.2.2. Surface Integration over Detector Solid Angles

In this implementation of the numerical scheme for calculation of the detector
efficiencies, instead of choosing the photon trajectories along random directions from a
uniformly (rectangular) distributed random number (Beam er al., 1978; Larachi et al.,
1994), the angles « and fare chosen to correspond to the quadrature points of the Gauss-
Legendre quadrature formulation. As mentioned earlier, the advantage of such an
approach using Gauss-Legendre formulation was first demonstrated by Moens et al.
(1981). However, their simulations were limited to calculation of the detector efficiencies
from sources of finite geometrical dimensions, and the photopeak efficiencies were
obtained with the aid of experimental data by assuming that the peak-to-total efficiency
ratio is constant. In this work, the calculation of the photopeak efficiency has also been
implemented and it is shown in subsequent sections that this approach using Gauss-
Legendre quadrature results in an order of magnitude reduction in computational costs,
with relative accuracy within a couple of percents. Computationally, this scheme is
implemented as follows. If i corresponds to the a@—coordinate and j to the é-coordinate,

then
x,()=2n-1, x (j)=2n" -1, -1<x()<1, -1<x,(j)<I (4-25)

where, the two random numbers, » and »’ (Equations 4-8 and 4-9), are replaced with
quadrature points, xg(7) and xg()), respectively. Table 4-1 lists the formulation developed
in this work and compares it with those of Beam ef al. (1978) and Larachi ez al. (1994).
In the equations presented in Table 4-1, N is the total number of photon histories
that are simulated for calculation of the detector efficiencies using the traditional Monte
Carlo method employing uniform random sampling and may need to be as high as 10,000
to obtain accurate results. On the other hand in the computationally efficient scheme

proposed in this work using Gaussian quadrature, N, is the number of quadrature points
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in each direction, with w, being the quadrature weights, and can be as few as 10 for

achieving reasonably accurate results. For more information and details on integration

using Gauss-Legendre quadrature, the reader is referred to Press et al. (1992).

Table 4-1. Comparison of different numerical approaches.

“Beam et al. (1978) "Larachi ef al. (1994)
i=N i=N
.Q=%i=l W(a,-,gf) Q=%iz=lw(ai’9i)
1 i=N 1 i=N
T, = 7\,‘ W(ai’ei)fd(ai"gi) T, = sz(ai’gi)fu(ai’gi)fd(ai'ei)
i=l i=l
1 =N
b == w(ai’gi)fp(ai’ei)
N i=1
This Work
I=NKj=N‘

Q=53 3w, (), ()wla, 0

1 i=Ngj=N,
R=732 3w, @)w, ()wle,.0,)f,(@.0,)1,(@.6,)
1= j:
* Effect of intervening media not considered b No calculation of photopeak efficiency

4.3. Results and Discussion

The developed numerical scheme as described above has been implemented for
calculation of detector efficiencies and solid angles for crystals of three different sizes
commonly employed in most applications. The effect of the presence of intervening
media between the point source and the detector crystal has also been investigated by
considering the point source to be present inside a vertical cylindrical vessel made of

stainless steel. Two different media density-distributions have been examined by
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considering the column to be either full of water, or having an axisymmetric two-phase

distribution of air and water inside the column. The column considered has an internal
diameter (ID) of 16.152-cm (6.36™) and an outside diameter (OD) of 16.827-cm (6.625™)
with the column wall material having a density of 7.847 gm/cm’. Specific details
regarding accuracy of computations, code validation and effect of intervening media on
detector efficiencies are discussed in the following sub-sections. Some additional
detector quantities, reported in this section but not prescribed in earlier sections, are
defined below.

Normalized Solid Angle
Q° -2 (4-26)
4r
Intrinsic Total Efficiency
. T
T' == 4-27
P =5 (4-27)
Intrinsic Photopeak Efficiency
. P
P =—= 4-28
F =5 (4-28)
Photopeak to Total Efficiency Ratio
PP
=t == 4-29
I=3=7F (4-29)

4.3.1. Accuracy of surface integration with number of quadrature points

The effect of the number of quadrature points used in each direction to
accomplish the surface integration over the detector solid angles is shown in Figures 4-5
and 4-7 for source positions in the r-6 and r-z planes, respectively. The point source
locations and the intervening media density distribution used for studying the effect of
the number of quadrature points are shown in Figure 4-4 for the -6 plane and in Figure
4-6 for the r-z plane. These points were chosen so as to be representative of the source

locations anywhere inside the vessel, since during a particle tracking experiment, the
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tagged tracer particle could visit any portion in the vessel along with the flow. The

relative percent error reported in Figures 4-5 and 4-7, in calculating a given quantity for a

certain number of quadrature points, is defined as:

)-x(v, =200)
x(v, =200

x(v
) x100 (4-30)

)=

Relative % Error, (N

For analysis of computational accuracy with sovrce locations in the r-6 plane, one
can see from Figure 4-5 that with just ten Gaussian quadrature points in each direction
(Ng=10), the relative percent error is within £ 0.5% in calculation of the solid angle as
well as of the total detector efficiency. This is true in the presence as well as in the
absence of an intervening medium. Thus, by tracking only a total of 100 photon histories,
one can achieve the desired accuracy in the calculation of detector efficiencies. In
contrast, a traditional Monte Carlo approach requires a minimum of 1000 histories, with
5,000-10,000 histories being typically employed (Beam et al., 1978; Moens et al., 1981).
Therefore, with the use of quadrature integration, one achieves at least an order of
magnitude gain in computational speed and an equivalent reduction in costs of solid
angle computations. On the other hand, it requires forty Gaussian quadrature points in
each direction (N, = 40) are required for photopeak efficiency calculation to ensure that
the relative percent error is within £4% both in the presence or absence of the intervening
medium. Compared to traditional Monte Carlo calculations for evaluating photopeak
efficiencies, this method is at least 3-5 times more efficient (Beam et al., 1978). The
same conclusions can be drawn for analysis of the relative error in the r-z plane, except
for one point in the solid angle calculation where the error is about 1.8%. Therefore,
based on this analysis, forty Gaussian points were used for calculation of all the results
presented subsequently. It should be noted that the rate of reduction of the relative error
with N, for photo-peak efficiency is much slower as compared with the error reduction
rates for the solid angle and total efficiencies. This is not surprising since the probability
of photoelectric interaction of photons with Nal crystal is a result of the superposition of
a number of random non-linear Compton scattering events which occur until either the

photon energy is reduced to a specified value or the photon is scattered out of the crystal.
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Source positions in the r-8 plane
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Figure 4-4. Distribution of source locations in -8 plane for error analysis.
a) Without media b) With intervening media of the shown density

distribution
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Source positions in the r-z plane

35+ No Intervening Media 4
30+ a = J
" ® Detector
—_ n g
:E, n [ ]
A 25 - n | -
=
201 .
15} -
5 0 5 10 15
X ~==> (cm)
(a)
Source positions in the r-z plane Media Density, gmicm®
T Ll Ll T T 1.3
35} Intervening Media = SS vessel full of water . 12
811
30 - -
Detector
- 09
g
A 25¢ 1
> 07
20+ -
\ 05
04
15+ Vessel Wall, o = 7.847 gm/icm® 4
5 0 5 10 1%
X > (cm)
(b)

Figure 4-6. Distribution of source locations in r-z plane for error analysis.

a) Without media b) With intervening media of the shown density

distribution



98
Err_Solid Angle

2.0 4 -
: [ ]
15
b i
e :
= 1.0
w
~d
@ 05 -
[
> . °
= e L -
L 00 ¢ o o i o o8 8 08 o8 g 0 e 8 e
Q ) o © .
o ' .
051
-1.0 ; ‘ ; : ;
0 20 40 60 80 100 120 140 160 180 200
Number of Quadrature Points In Each Direction
(a)
Err_Total Eff. Err_Total Eff.
0.3 ;- - = N 0.3 [« Skttt —
02 3 No Media 02 - 8 With Media !
.. i ‘
§u.1~{': §o.1~‘. ;
lrlo,o—iul.l..lluaglloooo-c. uhjoo ll..'.ll.!ll..o'...+
R i * ; 52 |
'g 041 . “,"0'1‘ . ;:
5 02 l . Lo g 02 e
& 03 1‘ £ 03 |
24, ‘ 04 ¢ . |
0.5 G . 05 [E— —
0O 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
Number of Quadrature Points In Each Direction Number of Quadrature Points In Each Direction
(b) (d)
Err_Total Peak Eff. Err_Total Peak Eff.
1.0 e e e e T 150 - - - — b R
s No Media With Media i
- 0 ¢ 100 ; o |
g X 5 : |
& : ] e i
e 5.0 ~ . . ‘ - 507 ° . . !
@ [ ] : . © [ S T
2 it . M H ' 2 [ o ! M : .
goo.]l,l:i'!!!|llllll|' Eu.o,.llzlsiilllllllilll‘
IR S | I S 1 ] O B | R !
© £.0 o o : & -50 - N i
D0 = - e e e OO+ e e e e e e __._._;
0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 4160 480 200
Number of Quadrature Points In Each Direction Number of Quadrature Points in Each Direction

(c) (e)
Figure 4-7. Variation of relative percent error for source positions in the r-z plane.
a) Solid Angle. b) Total Efficiency without Media. ¢) Total Photopeak
Efficiency without Media. d) Total Efficiency with Media. e) Total
Photopeak Efficiency with Media.



99
4.3.2. Validation of the developed code against existing simulations

Figure 4-8 shows the comparison of the simulation results from this work with
those of Beam et al. (1978) which were obtained using the classical Monte Carlo method
for integration over detector solid angles. Figure 4-8a shows the total intrinsic efficiency
of a 3”’x3” crystal computed by both methods with the point isotropic source located on
the detector axis at a distance of 10 cm from the detector circular face. Figure 4-8b
displays the simulation results from the two methods for the photopeak-to-total efficiency
ratio of a 2”x2” crystal with the point source again located on the detector axis at a
distance of 15 c¢cm from the circular face. From these two figures, one can see that the
simulations from this work are consistent, with a maximum discrepancy of less than 5%,
with those for the test cases available in the literature with a maximum discrepancy of
less than 5 %.

4.3.3. Effect of crystal size

The efficiency of a photon counting system depends on the type and size of the
employed detector crystal. The effect of the size of the scintillation crystal on the
computed photopeak-to-total efficiency ratio, both in the presence as well as the absence
of an intervening medium, is examined in Figure 4-9. From Figure 4-9a, one can see that
the photo peak-to-total efficiency ratio is nearly independent of crystal size for low
energy photons (100 keV), with larger crystals being more efficient as the crystal size
increases. The simulations were carried out by placing a point source in the »-8 plane at
the locations shown in Figure 4-4. Figure 4-9b shows the peak-to-total ratio for 1 MeV
energy photons for the three crystal sizes in the presence and absence of the intervening
medium. A significant result that emerges is that this ratio is practically independent of
the presence or absence of the intervening medium between the source and the detector.
Therefore, for calculations of photo-peak efficiency for a given source location when the
intervening medium is changing in time (as would be the case when the point source is
placed inside a two-phase flow field and the intervening medium is locally changing

continuously), one does not require to repeat the calculation for photopeak efficiency.
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Rather, to account for the changing intervening medium, one only needs to calculate the

detector total efficiency repetitively, which is an order of magnitude cheaper calculation
and then obtain the photopeak efficiency from the constancy of the peak-to-total ratio,
which can be calculated a priori without the knowledge of the intervening medium.
However, a peak-to-total ratio independent of the intervening medium, which is clearly
seen in Figure 4-9b for all three crystal sizes, does not imply that the ratio is independent

of the location of the source with respect to the detector as is evident from Figure 4-14.
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4.3.4. Effect of media density distribution o

The simulation results presented thus far have only considered water as the
medium in the vessel implying a constant density distribution inside the vessel. This
would be representative of single-phase liquid flows. However, it is of interest to
investigate the effect of a distributed media density on the simulated detector efficiencies,
which is representative of multi-phase flows in process vessels. For this purpose, the
stainless steel vessel mentioned earlier is considered to have a media density distribution
as shown in Figure 4-10a for the r-6 plane with the same density distribution represented
in the r-z plane as in Figure 4-11a. Figures 4-10b to 4-10f and 4-12a to 4-12f show the
simulated detector efficiencies and solid angle for the source locations in the -8 plane,
while Figures 4-11b to 4-11f and 4-13a to 4-13f show the same for the source locations in
the r-z plane. The simulations were carried out for photons of average energy 1.005 MeV
with the detector being a 2”x2” Nal(T]) crystal.

From the intrinsic total efficiencies computed in the absence of intervening
media, as shown in Figures 4-10c and 4-11c, one can see the edge effects arising due to
the finite size of the crystal and crystal boundaries. Figures 4-10c and 4-10e compare the
distribution of the intrinsic total efficiency in the presence and absence of an intervening
medium in the »-8 plane, while Figures 4-11c and 4-11e show a similar comparison in the
r-z plane. Along the same lines, Figures 4-10d and 4-10f compare the distribution of the
intrinsic photopeak efficiency in the presence and absence of an intervening medium in
the r-6 plane, while Figures 4-11d and 4-11f show a similar comparison in the -z plane.
From these figures, it can be seen that the presence of an intervening medium has a major
impact on the intrinsic total and photopeak efficiencies. Another interesting feature to be
observed from the above figures is that the intrinsic detector efficiencies without an
intervening medium are at a minimum for source locations right in front of the detector
and increase as one moves away from the detector. This is due to the solid angle, which
is inversely proportional to the intrinsic efficiencies (Equations 4-27 and 4-28). However,
the inclusion of the media effect characterized by the presence of an axisymmetric
distribution of density inside the vessel dramatically changes the distribution of intrinsic

detector efficiencies as can be seen from Figures 4-10 and 4-11.
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However, in photon counting systems, the quantities of greater interest are the

detector absolute efficiencies, which include the effect of the solid angle. These are
shown in Figures 4-12 and 4-13 for the -6 and r-z planes, respectively. From Figures 4-
12 and 4-13, the overwhelming effect of the solid angle is evident. Thus, all the intricate
features observed in the intrinsic efficiency distributions (as shown in Figures 4-10 and
4-11) are all smeared out and both the total as well as the photopeak efficiencies exhibit
the same distribution as the solid angle distribution, true for both the r-@ and r-z planes.
The most important outcome of these simulations is the result shown in Figures 4-
12¢, 4-12f, 4-13c and 4-13f. These figures represent the distribution of the photopeak-to-
total efficiency ratio in the presence and absence of the intervening medium. As can be
seen, this ratio is practically independent of the presence or absence of the intervening
medium. More importantly, the peak-to-total efficiency ratio is not a constant for various
source locations inside the vessel. This feature is shown in greater detail in Figures 4-14a
and 4-14b for the source locations in the r-6 and r-z planes, respectively, which show a
parity plot of the aforementioned ratio in the presence and absence of the intervening
medium. It can be seen, that barring a few outliers, and for engineering purposes, the
peak-to-total ratio in the -8 plane is invariant to the intervening medium. There is,
however, a significant variation (~10-12%) depending upon the specific location of the
source in the in the r-6 plane. On the other hand, the result in the r-z plane shows a slight
but noticeable skew (~1%) in the peak-to-total efficiency ratio values computed in the
presence of the medium as compared to the ones with no intervening medium. However,
for all practical purposes, this is negligible as compared to the more significant variation
(~10-15%) that is observed for varying source locations in the r-z plane. The variation of
the peak-to-total efficiency ratio with the distance between the detector face and source
locations is further analyzed in Figure 4-15. From the figure, it can be seen that the peak-
to-total efficiency ratio is lower for source locations closest to the detector. However, no
clear trend is evident that could be expressed in terms of a readily identifiable
mathematical function. This is true for source locations both in the r-& and r-z planes as

can also be seen from Figures 4-12c, 4-12f, 4-13¢c and 4-13f.
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It should be recognized that this powerful computational tool could be employed for

studying many other important variables like the effect of column wall density and
thickness on the distance vs. counts calibration maps. This is particularly important when
employing a stainless steel (SS) versus a Plexiglas bubble column to investigate bubble
column hydrodynamics at high pressures. Figure 4-16 shows typical distance-counts
calibration curves obtained in stainless steel and Plexiglas columns computed using the

Monte Carlo simulation methodology developed in this chapter.
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Figure 4-16. Distance vs. counts calibration curves as constructed in a traditional CARPT

experiment simulated using the Monte Carlo method.

From Figure 4-16, it can be seen that the calibration curve from a 6” diameter

stainless steel column does not exhibit a clear distinction in the counts registered by the
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scintillator from calibration points in different axial planes. This however is not the case

for the Plexiglas column where not only one can see layers of calibration points
indicative of different axial levels (Degaleesan, 1997) but also that the counts are on an
average about 15-20% higher than in Plexiglas column. The inability of the SS
calibration curve to distinguish among various axial levels could cause problems in a
traditional Computer Automated Radioactive Particle Tracking (CARPT) tracer-location
reconstruction. Details of this reconstruction methodology have been presented elsewhere
(Degaleesan, 1997) with Chapter 5 briefly describing the traditional CARPT
methodology along with the Monte-Carlo based reconstruction methodology.

4.4, Conclusions

An efficient Monte Carlo scheme, based on multi-dimensional Gauss quadrature
integration, has been developed and implemented for calculation of detector total and
photopeak efficiencies for point isotropic sources present inside optically opaque systems
for non-invasive tracking of a radioactive tracer particle. It is shown that the presented
scheme results in at least an order of magnitude reduction in computing costs for the total
detector efficiency with about 3-5 times reduction in computing photopeak efficiency.
The developed scheme has been used to study the effect of crystal size and photon
energies on the detector efficiencies. It is found that the peak-to-total efficiency ratio is
independent of the intervening medium, but is a function of the source location with
respect to the detector.

The conclusion about the independence of the peak-to-total efficiency ratio of the
intervening medium is a crucial and valuable result for the purposes of non-invasive
radioactive particle tracking in opaque multiphase systems. Since the phase distribution
inside a vessel with multiphase flow is in general a temporally varying unknown, it is
very difficult to estimate the exact instantaneous media density distribution along a
photon path in its sojourn from the radioactive tracer particle to the scintillation detector.
However, as shown in this study, the peak-to-total efficiency ratio calculation is

independent of the media density distribution and thus can be evaluated a priori just
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based on geometrical considerations. Moreover, the expensive computation of the

photopeak efficiency, which has to be evaluated repetitively in a multi-detector particle
tracking experiment, can now be replaced with a much cheaper, faster and accurate
evaluation of only the total detector efficiencies. These developments and findings from
this chapter have been integrated into a generic code for computing detector quantities in
a multi-detector setup for tracking a radiotracer particle in single/multiphase flows in

vertical cylindrical columns, details of which are presented in the next chapter.
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Chapter 5. Radioactive Particle Tracking
Using Monte Carlo Simulations of

Detector Efficiencies

5.1. Introduction

The Computer Automated Radioactive Particle Tracking (CARPT) has emerged
as a unique tool for studying the flow pattern/mixing mechanisms in multiphase reactors
with non-transparent walls (Devanathan ef al., 1990; Devanathan, 1991; Degaleesan,
1997, Chaouki et al., 1997). Improvements and changes in the CARPT facility have been
accomplished from time to time to make it suitable for studies of different multiphase
systems. One bottleneck is the need for in-situ calibration procedure. Traditional
implementation of the technique requires a tedious and time-consuming calibration
procedure at each operating condition in the vessel geometry under investigation. During
calibration for a given operating condition, the current state-of-affairs requires the
construction of a distance-count map for each detector, by placing a radioactive particle,
the flow follower, in a few hundred to a few thousand known locations over the entire
vessel volume. All the calibration data are taken at the operating conditions of interest in
order for the distance-count maps to properly reflect the variations in the density of the
media inside the vessel which are dependent on the phase distribution in a multiphase
flow situation. Once the entire calibration map is available for each detector, the dynamic
position of this tracer particle can be computed from the instantaneous counts data
acquired by the detectors. Time-differentiation of the instantaneous position data

provides the instantaneous velocity of the particle. The application of the ergodic
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hypothesis to the ensemble-averaged velocity data provides the estimation of the time-

averaged velocity and turbulence-parameter fields over the entire vessel volume

(Degaleesan, 1997). Figure 5-1 schematically represents the sequence of events in a

CARPT experiment.
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Figure 5-1. Schematic representation of events in a CARPT experiment.

The Monte Carlo simulation of detector photopeak efficiencies, as described in
Chapter 4, offers an alternative to this tedious in-situ calibration procedure (refer to
Figure 5-2). It is based on an approach where the intensity counts received by a detector
are described in terms of a model and was first demonstrated by Larachi e al. (1994).
This is in contrast to the heuristically based current procedure via in-situ calibration. In
other words, the current heuristic calibration approach does not care about the physical
processes that occur from radiation emission at the point source to its detection at the
scintillator. Rather, it arbitrarily assumes that counts from the point source are only
dependent on the distance of the point source with respect to the crystal. Since the
functionality or dependence of the counts on distance is not know, many calibration

locations are needed to map out the distance-count map for each detector with acceptable
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accuracy over the entire flow domain of interest. However, it is known from Nuclear

Engineering principles (Knoll, 1989) that the intensity counts recorded by a scintillation
crystal are related in a complex manner not only to the relative position and orientation of
the point source with respect to the detector but also to what lies in between the source
and the detector — the intervening medium. It is the modeling of this multifaceted
relationship among the particle position, crystal size, intervening medium and the count-

rate that forms the basis of the model based approach.
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Figure 5-2. Traditional CARPT versus Monte Carlo based CARPT.

The detection of radiation is a very complex phenomenon and it is unrealistic to
model the entire radiation-detection process in a real multi-detector system. Therefore,
the adopted approach is to have a reasonably accurate model with a few adjustable
parameters to achieve a computationally realistic description of the radiation detection
process (Tsoulfanidis, 1983). Therefore, in a mode! based calibration procedure, one still
requires some experimental data to tune the adjustable model parameters. However, since
the number of adjustable parameters is only a countable few, the number of experimental

calibration points required is an order of magnitude smaller than those that are required
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for a heuristic in-situ calibration. In addition to requiring fewer experimental calibration

points, the model-based approach, depending on the accuracy of the fine-tuning of model
parameters, has the advantage of determining the dynamic location of the radioactive
particle from a 3-D position-counts map for each detector. This provides improved
accuracy in estimating the particle position from count data received by each detector,
since a 3-D mapping is being used for particle-position rendition instead of the 1-D
mapping that is used for in-situ calibration.

Irrespective of the calibration approach that is used; the accuracy of position
rendition in a CARPT experiment depends heavily on the accuracy and precision with
which experimental calibration data is acquired. For the heuristic approach, inaccuracies
in positioning the particle during calibration get buried in the arbitrary relationship of the
count with source-detector distance and are probably less critical. However, for the
model based approach, the accuracy of particle positioning is crucial, the lack of which
can cause inaccurate estimates of the model parameters. Therefore, a description of the
mechanics of the particle-positioning procedure at known locations during a calibration is
in order here and is discussed briefly. For vessels having transparent walls (made of
Plexiglas) and not operated under pressure, calibration is currently achieved by mounting
the radioactive particle on fishing lines that are fixed between two grids at the two ends
of the column, and manually moving the particle to various locations in the column. For
opaque vessels however, which might also be operated under pressure, it is not feasible to
use the fishing lines approach. In such situations, therefore, the particle is mounted on a
rod and is placed at specified locations using a positioning device driven by computer
controlled motors.

While the fishing line methodology is manually tedious, it is far less intrusive
than the one using a positioning device with the particle mounted on a rod, and results in
insignificant effects of the presence of the calibration equipment on the generated
distance-counts maps. The fishing line method is also far more accurate as one can
position the particle accurately by making taut the pair of strings carrying the particle to
withstand the vibrations due to the flow. In addition, there is a visual confirmation of the

desired particle position when the vessel wall is transparent. However, since under high-
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pressure operation, the particle-on-the-rod is the only feasible calibration methodology, it

is necessary that the “attenuation” issue be addressed in order for this calibration method
to produce data free from artifacts. Here, the Monte Carlo method presented in Chapter 4
could come to the rescue provided a precise description of the calibration geometry and
material of construction is available. Subsequently therefore, future work on Monte Carlo
simulations of detector efficiency could quantifiably account for the radiation attenuation
arising from the presence of the calibration device.

The in-situ calibration approach has been used in almost all of the work
accomplished on Radioactive Particle Tracking (RPT) in CREL and details can be found
elsewhere (Devanathan, 1991, Degaleesan, 1997). Here, the focus is on the development
of the model based approach and the rest of the chapter will only be discussing the
methodology and implementation of this Monte Carlo based simulation approach to

achieve calibration and particle position rendition in a CARPT experiment.

5.2. Radiation Photon Counting

The Monte Carlo procedure is based on relating the intensity counts registered by
a scintillation crystal from a radioactive point source anywhere in the 3-dimensional
space around the crystal to the position of the source once the source strength and the
type of intervening medium are known. As mentioned earlier, the radiation pulses
recorded by a detector are related in a complicated manner to the medium between the
point source and the detector as well as the view factor of the detector from the point
source (Tsoulfanidis, 1983). Figure 5-3 shows the schematic representation of the photon
emission from a radioactive point source, placed inside a vertical vessel with two-phase
flow and its subsequent detection at the scintillator-crystal. The spherical surface around
the radioactive particle defines its sphere of influence at that radius assuming isotropic
medium with the influence getting weaker as the radius increases. The interaction of any
3-dimensional object with this sphere of influence is mathematically characterized in
terms of the solid angle. The total solid angle of a sphere is 471 whereas the scintillator

crystal volume intercepts only a fraction of this total.
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Figure 5-3. Schematic representation of photon detection by a scintillation crystal.

Depending on the source-detector distance, a count rate is registered which also
depends on the intervening medium. Therefore after its emission from the point source, a
photon encounters interaction with matter (gas, liquid, solid) in its sojourn to the detector
which could result in photon getting scattered, reflected or absorbed. Figure 5-4 shows a
schematic of the interaction of a y-ray photon with an electron that results in scattering of
both the photon as well as the electron. This type of photon interaction with matter is
termed Compton scattering (Knoll, 1989). During this type of interaction, the photon
imparts parts of its energy to the electron and changes it direction as shown in Figure 5-4.

There are two other electromagnetic interactions a photon can undergo in its
collision with a material electron — photoelectric absorption and pair production. During a
photoelectric interaction, the photon collides with an electron to which it imparts its
entire energy and thus gets absorbed. During a pair production event, a photon of energy
greater than 1.022 MeV interacts with matter to produce an electron and a positron each
having an energy of 0.511 MeV. However, for the purposes of tracking Sc* radioactive
tracer particle that emits photons having an average energy of 1.005 MeV, one does not

need to worry about the pair production events. Therefore, in the simulation tool
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developed in this study, only modeling of Compton scattering and photoelectric

absorption events has been incorporated.
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Figure 5-4. Schematic representation of a Compton scattering event.
5.2.1. Computation of Simulated Counts

As mentioned before, in a CARPT experiment one is interested in estimating the
photon counts registered by an array of scintillation crystals mounted around the vessel
volume in a specified time interval. In the model-based approach to calibration and
particle position rendition, the counts registered for a given point source location are
evaluated in a straightforward manner by Equation 5-1. This requires the knowledge of
the photo-peak efficiency for each detector that is calculated based on the methodology
presented in Chapter 4 for a given location of the tracer particle inside the flow vessel of
interest. Equation 5-1 gives the number of y-ray peaks received by the Nal (TI) detector
obeying the non-paralyzable model (Tsoulfanidis, 1983; Larachi et al., 1994) and the

detector count is mathematically expressed as:

Tv'GRP.

=L 5-1
1+7V'GRP, -1
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where

T= sampling time.
v’ = number of y-rays emitted per disintegration (2 for Sc*6),

G = detector gain factor.
R = source strength (activity), disintegrations/second.
P, = photo-peak efficiency or full-energy peak efficiency.

1= dead time of the detector.

In the equation above, the Monte Carlo procedure is used to calculate the photopeak
efficiency, P, for given particle and detector coordinates as well as the density
distribution of the intervening medium between the point source and the detector (details
are provided in Chapter 4). The tunable parameters in the model-based approach
mentioned earlier are the detector gain, G and the dead time, 7. The media density in the
flow domain of interest could also be varying and have a parametric form, the parameters
of which might also need tuning to give an accurate description of the density distribution
of the intervening media. For a two-phase bubble column flow, the variation of the media
density is incorporated in terms of a radial profile of the gas holdup (Equation 5-2). It
was shown clearly in Chapter 4 that the density distribution of the intervening medium
has a profound effect on the detector efficiencies. This effect has therefore, been
incorporated in the model-based approach developed as part of this work in terms of a

model for the gas volume fraction distribution pertinent to bubble column flows.

5.2.2. Optimization of Detector Parameters

As mentioned above, while estimating the intensity counts, C, from Equation 5-1
in the absence of any experimental data, the gain factor, G and the dead time, 7, are
known only approximately. Also, the effective attenuation coefficient for the medium in
the vessel depends on the distribution of the vessel media density (which is dependent on

the local gas hold-up profile for bubble column flows). The gas holdup profile in fully
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developed flow regions in bubble columns can be represented by Equation 5-2 (Kumar,

1994).

O e A e 652)

m m

In the above equation, £,, is the cross-sectional mean gas holdup, ¢ is the

dimensionless radius, m is the exponent and c is the parameter accounting for the non-
zero gas volume fraction at the vessel walls. Although the holdup profile deviates from
the form proposed above in some regions of the bubble column, the virtual varations
along the column length are not significant except near the distributor and disengagement
zones. As the variations in these zones are not well quantified and modeled, the variation
of the gas volume-fraction profile with the column axis has been neglected in this work.
In order to get a handle on the correct model parameters for estimating detector
counts by Equation 5-1, one has to resort to an optimization (fine-tuning) procedure to

get the optimal values of G, 7 and the three parameters in the universal gas hold-up

profile (£,, m and c). This is accomplished by comparing the simulated counts for each

detector with the experimentally measured ones for a few known locations of the point
radioactive source of known strength, R. The estimation of the best-fit model parameters
for each detector is achieved through a weighted least-squares regression. Therefore, for

each detector, the objective function to be minimized, is defined as (Larachi et al., 1994):

Ncnlt (C - M) 2 (5_3)
OBJ,= > W,| ~L 14
,};1 ’(‘C,j +M, )ZJ
My = measured counts.
C; = simulated counts.
Neati = number of calibration points.

o AMs

§ 7 N

=weighting factor fordet."i" & calibration pt. " j" (5-4)
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In the above equations, the subscript "i" is the index identifying a detector in a multi-

detector setup while "j" is the index of the known calibration location inside the vessel.
The above optimization is implemented through a Generalized Reduced Gradient (GRG)
method using the code GRG2 (Lasdcen ef al., 1978).

During the regression process, the photopeak efficiency is evaluated repeatedly by
the Monte Carlo procedure described in Chapter 4, as it depends on the gas holdup profile
the parameters for which keep changing to find their best values for a given detector.
When computational resources are limited, one could resort to the following
approximation of Equation 4-2 in the evaluation of the photo-peak efficiency without loss

of significant accuracy (Larachi er al., 1994).

Ir i " (,0) f (0.,8)ds Exact Formulation (5-5a)
P = H f (oc O)ds _U f (OL G)ds Approx. Formulation (5-5b)

The discretized form of the above approximate integral becomes

n n n n

ZZ” )w )W<ai’91)fp( ) ZZW (j)"v(ai’ej)fa(ai’ej)(s'6)

Ilj—] l—l_/l

In the approximate formulation, the first term is considered independent of the
media density distribution and is held constant during regression of the gas holdup profile
parameters. When the results of the computed photopeak efficiency using the
approximate formulation are compared to the case when no approximation is used, the
differences barely exceed 1%. Thus, the approximation could be used effectively when
really large number of calibration points are used or when the availability of

computational resources is limited.
5.2.3. Generation of Calibration Map — Photopeak Efficiency Database

Once the optimization routines converge to provide the optimal values of the

optimized parameters (G, 7, £,, m and c) for each detector in a multi-detector CARPT
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experimental setup, one can get an accurate description of the counts that will be

recorded by a given detector for any particle location inside the column. This description
is then used to identify the unknown particle positions based on the counts received by
each detector using a »’-minimization procedure as discussed in the next section. Thus,
with the optimized detector and gas holdup profile parameters, a detailed calibration map
is constructed by virtually placing the particle in numerous locations inside the column.
This process simulates the process of experimentally generating the calibration map by
placing the tracer particle in several hundred to a thousand known locations.

The position rendition process again requires repetitive calculation of the
predicted counts using Equation 5-1 along with the optimized parameters over the whole
domain while searching for the best "unknown" particle location. Since the evaluation of
the photopeak efficiency for multiple detectors (as many as 30) is very expensive
computationally, this wasteful and repetitive calculation is by-passed by a priori creating
a map for the photopeak efficiency for each detector over the whole flow domain. This
map is created over a computational grid which could be created for as fine a resolution
as desired, limited only by the finite size of the neutrally-buoyant radioactive flow
follower, the statistical nature of the radiation, and constraints of computer memory and
storage costs. However, for all practical calculations, a grid size of 0.5 cm or larger
should be sufficient since a particle location identified on this grid is further refined via a
three-dimensional interpolation scheme as discussed in Section 5.2.4. Figure 5-5 shows a
sample of the computational grid that could be generated as per the requirements of the
particular experiment. Once the grid is generated, the photopeak efficiency at each grid
point and for each detector is calculated using the optimal values of the gas holdup
profile parameters. These computed photopeak efficiencies are then stored in a database
in binary format in order to keep the size of the database file as small as possible.
Depending on the size of the flow domain and the number of detectors employed in a
CARPT experiment, the size of the photopeak efficiency database file could be anywhere
between 10-150 megabytes.
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Figure 5-5. Sample computational grid for generation of photopeak efficiency database.



125
5.2.4. Particle Position Reconstruction

Once the calibration map is made available, an actual experiment is carried out in
which a neutrally-buoyant tracer is let free in the flow, and the counts emitted by it are
registered by each detector at finite time intervals (20 ms for a usual CARPT
experiment). Programs have been developed to compute the chi-squared values (refer to
Equation 5-7) of the measured counts against those calculated via Equation 5-1 using the
optimized values of the detector parameters — G and 7 and the photopeak efficiency from
the database generated on the computational grid.

Z? = %(—Cl;—M'—)i for eachdet ector "i" & computational gridnode " j"  (5-7)
i=1 i

The grid node location from the photopeak efficiency database, which provides
the minimum chi-squared value, is taken as a coarse “maximum likelihood” estimation of
the particle position at that instant of time. This search for the least chi-square location
among all the grid nodes is done in a sequential manner. If the resolution of the
computational grid is not very fine, it may be possible to refine the estimated particle
position that is obtained from the sequential search on the computational grid. For this
purpose, a 3-D quadratic interpolation of the chi-squared values on the 26 closest
neighbors of the above point is implemented. Subsequently, a further refinement of the
particle position is obtained by searching for the minimum of the interpolated chi-square
function using Powell’s method (Press er al., 1992). This refinement can also be
alternatively accomplished using the methodology presented by Larachi et al. (1994). A
comparative study on the effect of the interpolation scheme on the estimated particle
locations could be undertaken in the future to identify the more robust scheme between
the two.

The methodology presented above for Monte Carlo simulations based CARPT
data processing was developed in modules that were tested individually and subsequently
integrated into a comprehensive software package for deploying the “forward™ calibration

step along with optimization and the “inverse” particle position rendition step. Once the
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software was validated against previously published data (refer to Chapter 4), it was

necessary to validate the Monte Carlo based scheme against experimental data. The next
sections describe the validation experiments in Plexiglas vessels as well as present an
example of the application of this approach to a recent CARPT data set in a stainless steel

column.

5.3. Experiments

Experimental data for verification of the proposed approach was acquired in a
cylindrical Plexiglas column with an L.D. of 7.47" and O.D. of 8.0". The schematic of the
experimental setup and data acquisition is shown in Figure 5-6. A set of four 2"x2" Nal
(T1) detectors was used for the data acquisition. The detectors were mounted flush to the
column at an axial level of 35.4 cm from the bottom of the column. The detectors were
positioned at 90° degrees to each other (in the plane of the detectors). The total column
height used for the experiments was 48 cm. Experiments were conducted with an empty
column, column filled with water, and with air being sparged into the column filled with
water. The objectives of the experiments were twofold. Since the modeled counts belong
only to the photopeak portion of the spectrum, the first objective was to determine the
correct threshold on the data acquisition system. The second objective was to acquire data
at this critical threshold to verify the optimization routines, and to evaluate the particle-
position-reconstruction programs against this experimental data.

As mentioned earlier, the Monte Carlo procedure systematically models the
photo-peak fraction (or the counts associated with the photo-peak) and it is inevitable that
while acquiring the counts during an experimental run, the thresholds and sampling
windows are correctly set so as to sample just the photo-peak counts. This is best
achieved by measuring the emitted energy spectrum from a point source using a Multi
Channel Analyzer (MCA) so that the start and end of the photo-peak could easily be
identified. Since Sc*® does not emit photons having energy above 1.2 MeV, the
possibility of pair production is rare and, therefore, one does not need to worry too much

about the end of the photo-peak. The only thing one has to control is the threshold or the



127
start of the photo-peak, and to adjust the hardware settings correctly so as to properly

sample the requisite counts. Experiments were carried out to determine the beginning of

the photopeak in the energy spectrum for each of the four detectors.
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Figure 5-6. Experimental setup used for verification of the Monte Carlo simulations.

Figure 5-7 shows the results of the spectrum analysis for the four detectors used in
this study. The radiation counts were acquired by placing the radioactive particle in the
center of the column, in the plane of the detectors. It is clear from the figure that a
threshold of 300 mV is appropriate as signifying the start of the photopeak portion of the
spectrum. The Sc*® isotope has two photopeaks at 0.889 MeV and 1.12 MeV, which are
evident from Figure 5-7. Depending on the amplifier gain settings, different threshold
scales (mV) map to the same scale of y-ray photon energies. Similar analysis was carried
out for other locations of the radioactive source. Though the Compton portion of the
spectrum showed dependence on the location of the radioactive source, the photopeak
portion of the spectrum was almost independent of the location of the source in terms of
the start of the photopeaks. With an identified critical threshold of 300 mV, the data was

acquired by placing the radioactive Sc*® particle in 27 different locations, at a sampling
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frequency of 50 Hz for a total sampling time of 3.84 seconds. These 27 positions were

located on 3 planes, one of the planes being the plane of the detectors, with another plane

above and one below this plane. In each plane, the data was acquired with the particle

placed at the center of the column, and at eight other positions located on a circle of

radius 5 cm 45° apart. The strength of the particle used in this study was approximately

95 uCi, the particle was spherical in shape of diameter ~ 2.3 mm.
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Figure 5-7. Experimentally determined energy spectrums for the four detectors employed

5.4.

in the validation experiments.

Results and Discussion

Figure 5-8 shows the comparison of the experimentally observed particle position

to the one reconstructed by the procedure outlined above. The experiments were



129
conducted with water as the intervening medium. A resolution of 1 cm was used for

generating the 3-D grid over which the particle position is reconstructed. We can see that
the position reconstruction in the x-y plane is satisfactory given the grid that was used.
However, the resolution in the z-direction is far from satisfactory. Similar trends were
observed in an empty column, as well as in one with a gas-liquid dispersion. The reason
for this observation is straightforward. A set of four detectors were used to resolve the
particle position in the x-y plane, whereas only one level of detectors was used to resolve
the particle position in the z-direction -- hence, the observed inaccuracy. It is logical to
assert that the z-coordinate reconstruction accuracy would improve considerably if one
were to employ multiple detectors in the z-direction.

To acquire greater confidence in the complex sequence of experimental and
computational methodology and to address the issues with the accuracy of the z-
coordinate reconstruction in the experiment described above, additional experiments were
conducted in a single-phase flow situation. The vessel chosen was a stirred vessel shown
in Figure 5-9. A total of 16 detectors were used in this setup. As before, proper care was
taken to reasonably estimate the threshold for data acquisition in order to ensure that only
photopeak counts were acquired. The entire procedure, consisting of the optimization,
calibration and position-rendition steps, was applied to the single-phase flow data as was
done for the two-phase experiments. 255 data sets were acquired at each of the eight
different x-y locations on the z = /0-cm plane from the bottom of the tank. Table 5-1 lists
the actual and reconstructed particle coordinates (along with one standard deviation)
while the graphical presentation of the results of particle position reconstruction are

shown in Figure 5-10.
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Figure 5-8. Reconstructed particle position over 190 data points acquired every 20 ms

From Figure 5-10 and Table 5-1, it can be seen that the reconstructed x and y

coordinates of the matrix of test points is very good as before, and the resolution in the z-
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direction has improved considerably. Larachi ef al. (1994) also point to this observation

that in general the estimated z-coordinate has a little bit more error than the x and y
coordinates. For the above simulations, details regarding radiation attenuation resulting
from the presence of the baffles and the impeller in the vessel were ignored. Therefore, it
is possible that the accuracy of the reconstructed particle positions is further improved by
accounting for the appropriate geometric features into the simulation scheme. This has
not been done in the present study, as the objective here is to demonstrate the application
of the Monte Carlo method. Irrespective of the possible improvements that could be
accomplished with the incorporation of the geometric detail of the internals in the flow
vessel, suitable filtering of the reconstructed positions would definitely result in
rectifying the reconstructed position to remove noise caused by the processes of radiation

emission and detection (Degaleesan, 1997).

Figure 5-9. Experimental setup for validation under single phase flow conditions.

In general however, one should not forget that for realistic flow domains like
bubble columns or fluidized beds, the length of the vessel is an order of magnitude larger
than the diameter. Thus, a proper way to look at errors would be to scale them by the
dimensions of the flow domain. Therefore, errors in x and y coordinates should be scaled

with the vessel radius or diameter, and the errors in the z-coordinate by the vessel length.



132
8.0

6.0 -
4.0
2.0
0.0 |-
-2.0
-4.0
-6.0

-8.0 - . .
0 500 1000 1500 2000

Reconstructed X Locatlon

X-Coordinate (cm)

Index

(a)

8.0
6.0 -
4.0

v R , |
20 :

4.0
-6.0
-8.0

Y-Coordinate (cm)

Reconstructed Y-Location

0 500 1000 1500 2000

12.0
1.5
1.0 ]
10.5 JE
10.0 PR
9.5
9.0
8.5
8.0

Z-Coordinate (cm)

Reconstructed Z-Coordinate

0 500 1000 1500 2000
Index

(©

Figure 5-10. Reconstructed particle locations from a single-phase experiment.
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Table 5-1. Results of particle position reconstruction for the CST validation experiment

Index x-Coordinate (cm) | y-Coordinate (cm) | z-Coordinate (cm)
Actual | Computed | Actual | Computed | Actual| Computed

1-255 5770 | 570+0.16 | 0.00 | -0.03+0.17| 10.0 | 10.36+0.33
256-510 4.03 | 400+0.16 1| 403 | 391+0.15| 10.0 | 10.12+0.28
511-765 0.00 | 0.01x0.16 | 5.70 5.52+0.15 10.0 | 10.38 £0.36
766-1020 -4.03 |-400+0.15{ 403 | 3.88+0.14 { 100 | 10.15+0.27
1021-1275 -5.70 |-5.63+0.14| 0.00 001+0.16 | 100 | 10.37+0.34
1276-1530 -4.03 [-392+0.14| -4.03 | -416+0.16 | 10.0 | 10.08 £0.30
1531-1785 0.00 | 0.03+0.15| -5.70 | -6.13+0.14 | 10.0 | 10.27+£0.25
1786-2040 4.03 |4.02+0.15| 403 | -419+0.16| 100 | 10.05+0.28

While comparing the results of the above reconstruction to the traditional CARPT
methodology, one should keep in mind that the counts used for position reconstruction
were acquired at a 50 Hz sampling frequency, while the accuracy of the CARPT
technique reported earlier (Degaleesan, 1997) is based on the average counts acquired
over a 1.28-seconds period. The reconstructed positions, shown in Figures 5-8 and 5-10,
are representative of the randomness associated with the radiation emission and detection
process. As mentioned earlier, it is therefore necessary to apply appropriate filtering
techniques to the tracer-position data reconstructed from the developed Monte Carlo
methodology in order to rectify the spuriously estimated tracer coordinates resulting from
the random nature of the radiation emission and detection processes.

These two studies provided the necessary validation of the Monte Carlo technique
against experimental data. Further experimentation with more detectors as well as with
different data acquisition settings should be carried out to determine the optimal
implementation procedure for application of this technique on a regular basis. Here, a
very brief example of the application of this approach to process data from a bubble
column to map the long-time averaged liquid recirculation velocity is presented. The
column, which is 16.2 cm in diameter and is made of Stainless Steel (SS), was operated
at a superficial gas velocity of 30 cm/s under atmospheric pressure. Ong (1999) has
presented other details regarding the setup of this experiment, which was performed as

part of her ongoing doctoral thesis work.
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Figure 5-11 shows a comparison of the reconstructed tracer coordinates using the

methodology of Degaleesan (1997) and the Monte Carlo method developed in this study.
For this purpose, a sequence of 1000 sets of photon counts, measured from 30 detectors
that were employed in this experiment, were arbitrarily chosen from the experimental
data acquired over a period of 24 hours (equivalent to 4,320,128 total set of counts at a
sampling frequency of 50 Hz). From Figures 5-11a-c, it can be seen that the method of
Degaleesan has trouble reconstructing particle locations above a z level of 150 cm. For
this experiment, the gas-liquid interface was approximately maintained at 180 cm above
the distributor (z level = 0 cm). Because of the inaccuracy in the reconstructed z
coordinate, the method of Degaleesan also induces large errors in the x and y coordinates.
This can be clearly seen from Figures 5-11a-b, where x and y coordinates as large as
+1000 cm are obtained, which is completely unphysical since the column diameter is
16.2 cm implying that x and y coordinates are confined to £8.1 cm. When the particle
occurrences beyond a z level of 150 cm are ignored, one observes a consistent agreement
between particle positions reconstructed from the Monte Carlo method and those by the
method of Degaleesan (refer to Figures 5-11d-¢e).

When employing the method of Degaleesan, problems similar to the particle
occurrences near the gas-liquid interface (beyond z level of 150 cm) are also present
when the particle travels close to the distributor region. Such problems are negligible if
not completely absent in the Monte Carlo methodology. In addition, the methodology of
Degaleesan employed a total of 2646 calibration points while the Monte Carlo method
made use of only 306 calibration points to construct the calibration map for each detector.
Therefore, the Monte Carlo method in effect results in an order of magnitude reduction in
the experimental effort while resulting in better accuracy in particle position

reconstruction over the entire flow domain.
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For demonstration purposes, Figure 5-12 shows the long-time averaged velocity

vector plot in two different r-z planes. From the figure, it can be clearly seen that the
technique has cleanly picked up the usually reported liquid recirculation patterns in a
bubble column flow with up-flow of liquid in the center of the column and down-flow
near the walls. Thus, a successful application of the developed technique to a difficult
flow situation has been demonstrated. With this tool available, it should be possible to
apply the technique to provide information on the velocity fields in large dense opaque

systems, where other non-intrusive techniques are entirely inadequate.
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5.5 Conclusions

In this chapter, the integration of the Monte Carlo simulation tool developed in
Chapter 4 has been accomplished to non-invasively trace a radioactive tracer particle
inside a flow domain by monitoring the scintillation counts emitted by the tracer with the
aid of an array of scintillation detectors mounted strategically around the flow vessel. The
position rendition based on the developed Monte Carlo based methodology has been
validated against experimental data and has further been applied to successfully trace the
radioactive particle in a difficult flow situation resulting from a bubble column operation
at a superficial gas velocity of 30 cm/s in a stainless steel vessel. Comparison with the
traditional CARPT methodology indicates the robustness of the developed Monte Carlo
tool as well as the potential of reduction in experimental efforts to perform a particle
tracking experiment.

Several opportunities exist for further improvement of the developed tool. Some
of these include:

1) Incorporation of radiation build-up in Monte Carlo simulation tool.

2) Accounting the axial distribution of gas holdup, which implies axial

variation of vessel media density.

3) Testing of alternate schemes to refine the particle positions based on the
initial crude approximation achieved through %* minimization.
Specifically, the methodology proposed by Larachi et al. (1994) needs to
be tested.

4) The dependence of the optimized detector and media density parameter on
the form of the employed objective function also needs further
investigation.

Based on the results presented in this chapter, it is recommended that for all future
processing of the CARPT data, the Monte Carlo based methodology presented in this
chapter or refined further by future efforts be employed.
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Chapter 6. Modeling Phase Mixing in
Bubble Columns Using the One-

Dimensional Two-Fluid Approach

The first part of the thesis concentrated on laboratory scale measurements of
bubble column hydrodynamics via conductivity probes and Computer Automated
Radioactive Particle Tracking (CARPT). Both of these techniques were improved with
the efforts described in the previous chapters. In fact the accurate measurement of liquid
phase tracer concentration in bubble column flows developed in this work and described
in Chapter 3 is a completely new development based on the novel signal filtering
procedure. The rest of the thesis deals with addressing the phenomenological modeling of
gas and liquid phase flows in bubble columns including the coupling of fluid dynamics

and interphase mass transfer in the description of the overall scalar transport processes.

6.1 Introduction

The high reactor volumetric productivity demands of the chemical industry
necessitate that bubble column reactors be operated at high superficial gas velocities at
high pressures. Additionally, large diameter vessels are typically employed to meet the
high production rates. Under these conditions, bubble columns generally operate in the
churn-turbulent regime characterized by frequent bubble coalescence and breakage and a

nearly chaotic two-phase system (Vermeer and Krishna, 1981; Luo, 1993; Krishna and
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Ellenberger, 1995; de Swart, 1996; Degaleesan 1997; Krishna, 2000h). Therefore, for a

proper design and/or scale-up of these reactors, it is important that the extent of gas and
liquid/slurry phase mixing in these reactors under churn-turbulent conditions is reliably
characterized. This chapter provides a brief description of the current methodology for
describing inter-phase and intra-phase mixing in bubble columns. One of the primary
objectives of this study is to develop physically based models that describe the long-time
averaged liquid and gas phase flows occurring in bubble column reactors. Given the fluid
dynamic information from the above models, the other objective is to incorporate this
information, superimposed with eddy diffusion, into reactor models that are subsequently
used to study the impact of fluid dynamics on scalar mixing in bubble column reactors.
Traditionally, the Axial Dispersion Model (ADM) with interface mass transport
has been used to describe the degree of backmixing in both phases. Kastanek et al. (1993)
and Fan (1989) presented detailed reviews of the correlations available for estimating the
gas as well as liquid phase effective dispersion coefficients pertinent to the Axial
Dispersion Model. However, these correlations are mostly empirical and do not provide
reliable estimates for design and scale-up purposes. One of the reasons for the poor
predictive capabilities of these correlations is that the ADM is suitable only for modeling
of mixing processes in which the flow is not far away from ideal plug flow conditions.
Therefore, for recirculation dominated convective flows, such as those occurring in
bubble column operation, the application of the Axial Dispersion Model to describe the
state of mixing is without a firm physical basis and the model has had success only in
fitting the experimental data. Degaleesan er al. (1996%) presented in detail the
shortcomings of the ADM applied to liquid and gas tracer data from a pilot-scale slurry-
bubble column during liquid phase methanol synthesis at the La Porte Alternate Fuels
Development Unit (AFDU). It was shown that the gas and liquid phase dispersion
coefficients fitted to the tracer responses, measured at various elevations, did not exhibit
a consistent trend, and the values were widely scattered around the estimated means.
Moreover, attempts to extract other parameters from the tracer data such as volumetric

mass transfer coefficients did not seem to produce consistent results either.
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It was subsequently shown in a separate study that the liquid phase mixing can be

predicted in agreement with experimental data using a two-compartment mechanistic
model (Degaleesan er al., 1996°; Degaleesan, 1997), which accounted for mixing
dominated by convective recirculation. Degaleesan and Dudukovic' (1999) also derived
the relationship between the liquid phase axial dispersion coefficient and the parameters
of the phenomenological recirculation and eddy diffusion model, estimated from the
detailed liquid phase hydrodynamics from CARPT, and explained the difficulties
involved in obtaining a predictive axial dispersion coefficient. Based on detailed liquid
phase hydrodynamics from CARPT measurements, Degaleesan (1997) also developed
correlations for predicting the eddy diffusion coefficients (Appendix A). When
predictions from these correlations were independently used in the framework of the
convection dominated recirculation model, good agreement was achieved between model
predictions and liquid-phase tracer data from a pilot scale reactor. It should however be
noted that the correlations developed by Degaleesan (1997), for predicting the liquid-
phase eddy-diffusion coefficients, are primarily based on data acquired in an air-water
system at atmospheric conditions, with no internals and are limited to a maximum
superficial gas velocity of 12 cm/sec. For larger diameter vessels operating under
pressurized conditions, Degaleesan (1997) used an equivalent superficial gas velocity that
leads to the same overall gas holdup in air-water atmospheric systems as the known gas
holdup in the large diameter vessels. This equivalent superficial gas velocity is
subsequently used in the correlations presented in Appendix A to estimate the eddy
diffusion coefficients. In addition, a method was also proposed to account for the
presence of internal heat exchanger tubes on the radial eddy-diffusion coefficients while
the effect of internals on the axial eddy-diffusion coefficients was assumed negligible. In
view of this ad hoc methodology to account for large vessel diameter, high pressure and
presence of internals, uncertainties may still exist when using this methodology for
estimating diffusion coefficients in systems other than air-water operating under high-
pressure conditions. Nevertheless, given the ever expanding CARPT database, it should

become possible in the near future to map out the hydrodynamics of the liquid phase in
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bubble column flows resulting from operation at high superficial gas velocities, high

pressures and in the presence of significant loadings of slurry particles.

Contrary to the liquid-phase, the modeling of mixing in the gas phase has still not
received much attention, with the ADM being used for lack of better alternatives. One of
the primary reasons for the relatively limited information on gas phase hydrodynamics is
the difficulty associated with reliable gas-phase measurements at high volume fraction of
the dispersed phase. In the absence of this detailed information, the characterization of
the gas phase dynamics has primarily been limited to the measurement of overall
dispersion coefficients in the framework of ADM. Models other than the ADM describe
the gas phase dynamics in terms of "small" and "large" bubble classes resulting from a
bimodal distribution of bubble sizes, the existence of which is postulated based on
Dynamic Gas Disengagement (DGD) measurements (Vermeer and Krishna, 1981; Shah
et al., 1985). These two classes of bubbles were shown to coalesce and interact frequently
with each other resulting in higher mass transfer rates (de Swart, 1996). However, in spite
of a better physical basis resulting from the consideration of a possible bimodal
distribution of bubble sizes, these models do not account for the effect of gas and liquid
recirculation and turbulence responsible for most of the ensuing mixing.

As discussed in Chapter 2, in contrast to the ADM the Computational Fluid
Dynamic (CFD) models provide a rational basis for treatment of bubble column flows.
Mathematical modeling and numerical simulation in the framework of the two-fluid
model, using multiphase CFD, have recently been used to predict mixing phenomena
based on detailed hydrodynamics occurring in large-scale bubble column flows (Krishna
et al., 1998). A CFD model, in principle, can provide detailed hydrodynamic information
such as velocities, phase fractions, turbulence quantities, etc. at each point in a 3-D
domain as a function of time However, the choice of the correct closures and phase
interaction terms needed to yield accurate CFD predictions of flow patterns in churn-
turbulent bubble columns is still a matter of art (Boisson and Malin, 1996; Jakobsen et
al., 1997; Krishna et al., 2000°). The primary reason for this situation is that the CFD

codes, in general, attempt to predict the macro-scale flow and transport phenomena.
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However, these macro-scale phenomena are essentially the result of the complex coupling

of the governing phenomena viz. bubble-bubble interactions, bubble shape, size and
velocity fluctuations, bubble interactions with liquid phase turbulence, etc., which occur
on relatively small scales. Unfortunately, measurements at these smaller scales and under
actual operating conditions are still in their infancy, with the common measurement
techniques being limited to the characterization of the global and large scale phenomena
only. Consequently, there is limited experimental information on reliably relating the
small-scale phenomena to the macro-scale phenomena, commonly referred to as sub-grid
scale modeling. Currently therefore, it is the modeling of the small scale phenomena and
their interactions with larger scales that limits the capability of Computational Fluid
Dynamics (CFD) in serving as a stand-alone tool for prediction of bubble column reactor
performance.

Given the state-of-the art, it is quite likely that fully predictive calculations of
reactor performance using multiphase CFD in realistic time frames and with no arbitrary
tuning parameters are still decades away. Therefore, until the use of multiphase CFD for
reactor design gets well-established, it is desirable to have simplified CFD-like models in
conjunction with available experimental observations, which are able to capture most of
the observed physical phenomena and provide a reasonably reliable and rational method
for design and scale-up. This goal is especially important for reactors involving complex
chemistries in industrially relevant very large-scale systems such as those for Fischer-
Tropsch synthesis. As mentioned previously, incorporation of the observable physics into
such intermediate mechanistic models has been successfully demonstrated in describing
the liquid phase mixing of bubble column flows (Myers et al., 1987; Degaleesan et al.,
1996°; Degaleesan, 1997). The primary basis for these liquid-mixing models is the liquid
phase recirculation resulting from the gradients in the radial gas-holdup distribution.
Superimposed on the recirculation is the radial and axial eddy diffusion resulting from
the liquid phase turbulence. These hydrodynamic observations are supported by an
extensive experimental database generated by the non-invasive measurement techniques

consisting of Computed Tomography-CT and Computer Automated Radioactive Particle
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Tracking-CARPT discussed in earlier chapters (Devanathan et al., 1990; Devanathan,

1991; Kumar et al., 1995; Kumar et al., 1997; Degaleesan, 1997; Chen et al., 1998).
Thus, an accurate description of liquid phase recirculation and turbulent eddy diffusion
results in good predictive capabilities of the liquid mixing model developed by
Degaleesan (1997). For most flow situations of industrial relevance, however, detailed
hydrodynamic information is usually not available. As mentioned earlier, Degaleesan
(1997) has presented a methodology to estimate the liquid mixing model parameters for
such cases.

The remarkable agreement between the predictions of the mechanistic liquid
mixing model of Degaleesan (1997) with experimental data implies that models which
reliably capture the recirculatory flows and superimposed eddy diffusion in bubble
columns can be successfully used for predictive purposes. This is the primary motivation
for the development of gas phase mixing models presented in the study. As mentioned
earlier, since only limited experimental information is available on gas phase
hydrodynamics in the churn-turbulent regime, it is necessary to ensure that the gas phase
hydrodynamics is at least based on the fundamental principles of mass and momentum
conservation. With the primary aim of the present work being the modeling of long-time
averaged gas phase recirculation and its interaction with the liquid phase transport
processes, the present chapter is divided into several sections. In the first section (Section
6.2), the development of two reactor models describing the transport of a soluble gaseous
species is presented while the development of a sub-model for predicting the long time-
averaged gas and liquid recirculation velocities is covered in the second section (Section
6.3) of this chapter. The third section (Section 6.4) of the chapter discusses the
methodology used in this study to obtain all the parameters of the reactor models
presented in Section 6.2 using the results of the predicted recirculation from Section 6.3,
the correlations for eddy diffusion coefficients from Appendix A and Higbie’s
penetration theory for calculating mass transfer coefficients. In the last section (Section
6.5), the developed reactor models are utilized to interpret radioactive gas tracer data

from a pilot-scale bubble column operating under conditions of methanol synthesis.
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The first of the gas mixing models considered is the Distributed-Bubble Size

Model (DBSM), which is based on the assumption that the gas phase dynamics and
recirculation can be described in terms of a radially varying mean bubble size, which can
be reduced to two bubble classes - a "small" bubble class and a "large" bubble class, with
the interaction between the two being modeled using an exchange coefficient (Vermeer
and Krishna, 1981; Modak e al., 1994; Krishna and Ellenberger, 1995; de Swart, 1996).
The presence of the “large” and “small” bubble phases in a churn-turbulent bubble
column open to atmosphere has been widely reported (Krishna et al., 2000™). However, it
is also known that as the system operating pressure increases in churn-turbulent flow, the
gas holdup increases due to increased gas density resulting in a reduced bubble size
whose distribution becomes narrower (Wilkinson et al., 1992; Luo ef al, 1999).
Therefore, a second model has been developed where the gas phase dynamics is based
just on a single bubble size - Single-Bubble Class Model (SBCM). Both models account
for the experimentally observed recirculation in the gas and liquid phases.

The developed sub-models for prediction of liquid and gas recirculation velocity
are derived from the Euler-Euler two-fluid representation of the one-dimensional
momentum balance equations for the gas and liquid phases (Drew and Passman, 1998);
and the liquid phase turbulence is closed in terms of the mixing length. A number of
investigators (Kumar ef al., 1994; Geary and Rice, 1992; Luo and Svendsen, 1991, Rice
and Geary, 1990; Ueyama and Miyauchi, 1979) reported a similar approach to describe
only liquid-phase recirculation. In this study, the model equations and closures used for
the liquid phase turbulence have been modified. In particular, the momentum balance
equations have been derived from the two-fluid equations, and the model has been
extended to calculate the radial profile of the axial gas phase velocity in addition to the
liquid recirculation profile. As mentioned previously, the recirculation of liquid and gas
predicted by these sub-models forms the basis for estimating the parameters of the
developed reactor mixing models. In Section 6-4, an alternate methodology of estimating
the model parameters based on correlations reported by Krishna and co-workers is

examined along with problems in using their method of parameter estimation.
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For purposes of evaluating the predictive capabilities of the developed reactor

models, data from the gas tracer-experiments has been compared with the simulation
results from the mixing models. These radioactive gas-phase tracer experiments were
conducted in a pilot-scale reactor at the Alternate Fuels Development Unit (AFDU) in La
Porte, Texas during liquid-phase methanol synthesis. A brief summary of these
experiments is presented in Section 6.5. The solution of the reactor model equations has
been achieved using a robust and completely implicit finite difference scheme. In
addition, the sensitivity of the simulation results to the solubility of Ar*! in the
liquid/slurry and other model parameters has been evaluated. Liquid and catalyst tracer
experiments were also performed during these pilot runs, the analysis of which has been

reported elsewhere (Degaleesan, 1996%).
6.2. Phenomenological/Mechanistic Reactor Models

The flow of gas and liquid in bubble column operations is always transient and
there is no true steady state operation (Devanathan; 1991; Chen and Fan, 1992;
Degaleesan, 1997; Mudde et al., 1997). This is the consequence of the spiraling motion
of gas bubbles through the liquid as intermittent helical vortices which are highly chaotic
in nature (Letzel, 1997). However, time averaging of such flows (for times as small as
60-120 seconds of CFD data and for progressively longer times of experimental data
from techniques like PIV, LDA and CARPT) produces a remarkably predictable
symmetric flow pattern of the liquid. The observed time-averaged liquid flow pattern in a
typical bubble column operation is represented schematically in Figure 6-1.

The radial distribution of gas holdup depicted in Figure 6-1 is known to result in a
single liquid recirculation loop with the liquid rising in the center and flowing
downwards near the walls. These observations have been experimentally confirmed
repeatedly (Degaleesan, 1997, Chen et al, 1998). The primary cause of the liquid
recirculation is the gas-phase, which mostly travels upward through the column center

and leaves the reactor. Some small sized bubbles, however, do not possess enough
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momentum to leave the reactor and recirculate along with the liquid. In addition to this

convective recirculation, momentum transport is caused by the bubble wakes, bubble-
bubble interactions, and bubble and shear-induced turbulence, all of which contribute to
what is typically called ‘eddy diffusion’. The attempt here is to address whether a model
based on the overall time-averaged flow pattern, that accounts for the actual transient
nature via eddy diffusivities, is capable of predicting scalar distribution in the reactor.
Therefore, the hydrodynamic phenomena in a typical bubble column represented
schematically in Figure 6-1, consisting of the radial gas holdup profile that drives liquid
and gas recirculation with superimposed axial and radial diffusion, form the basis of the
mechanistic reactor models developed in this study. Based on the physical picture
depicted in Figure 6-1, the reactor compartmentalization for the Single Bubble Class
Model is shown in Figure 6-2a, whereas Figure 6-2b shows the same for the Distributed
Bubble Size Model. The DBSM is in essence a modification and extension of the gas-

mixing model initially proposed by Wang (1996).
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Figure 6-1. Schematic representation of the experimentally observed phenomena in

bubble columns.
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(b)
Figure 6-2. Schematic of bubble column reactor compartmentalization for (a) Single

Bubble Class Model (SBCM) (b) Distributed Bubble Size Model (DBSM)
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It is to be re-iterated that the above physical picture, emerging from numerous

experimental studies of liquid recirculation reported in the literature (Nottenkamper et al.,
1983; Menzel et al., 1990; Yao ef al., 1991; Mudde et al., 1997, Mudde et al., 1998), is
confirmed by extensive studies conducted by the non-invasive measurement techniques at
the Chemical Reaction Engineering Laboratory (CREL) in Washington University-Saint
Louis consisting of Computed Tomography-CT and Computer Automated Radioactive
Particle Tracking-CARPT (Devanathan et al., 1990; Devanathan, 1991; Kumar ez al.,
1995; Kumar et al., 1997, Degaleesan, 1997; Chen et al., 1998). CT provides non-
invasive measurement of the long-time averaged, cross-sectional distribution of gas
holdup in any reactor cross-section. The details of the xray scanner and associated
tomography reconstruction algorithms developed in CREL have been discussed
elsewhere (Kumar er al., 1995; Kumar ef al., 1997). As discussed in Chapters 2 and 5, the
CARPT technique provides information on the long-time averaged liquid velocity profile,
turbulent stresses and eddy diffusivities. Details of the principles and methodology of the
CARPT technique have also been extensively documented elsewhere (Devanathan ez al.,
1990; Degaleesan, 1997).

For both the mixing models, the gas phase is assumed to recirculate along with
the liquid/slurry phase which has been assumed pseudo-homogeneous for the purposes of
this study. The net flow of liquid could be either zero (batch mode of operation) or a co-
current up-flow with the net flow of the liquid. In either case, the liquid flow pattern
inside the reactor consists of up-flow region (L,) in the core and down-flow region (L)
near the wall. The gas phase also has a similar recirculation pattern; with up-flow in the
center, and down flow by the wall consisting of bubbles that do not possess sufficient
momentum and get recirculated along with the liquid. As can be seen from Figure 6-1,
the up-flow liquid region extends from the column center to the radial location, »’ while
the down-flow liquid zone extends from #’ to the column wall. Similarly, the up-flow gas
zone extends from the column center to r” with the down-flow region confined to radial
locations from r” to the wall. As is evident from Figure 6-1, r’ and r” are the radial

locations where the radial profiles of the liquid and gas axial velocities become zero.
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The manner in which the hydrodynamics of the up-flowing gas is described

determines the models presented in Figure 6-2. In the model development for the SBCM,
it is assumed that the gas phase dynamics is fully represented in terms of a single mean
bubble size both in the core up-flow (G;) as well as the wall down-flow (G;) regions.
However, it is a common observation in the churn-turbulent regime of bubble column
operation (Chen ef al., 1994) that the upward flowing gas usually consists of relatively
small bubbles trapped in the wakes of the larger fast rising bubbles, and drags the liquid
along with it. Therefore, in the development of DBSM, it is assumed that the up-flowing
gas in the core of the reactor consists of a lean "large-bubble" phase (G; 15) and a dense
"small-bubble" phase (G, sg) (Krishna, 2000"). Meanwhile the down-flowing gas in the
annular region consists only of small bubbles (G;, sg) which do not possess sufficient
momentum and are therefore recirculated along with the down-flowing slurry.

In both SBCM. and DBSM mixing models, the top (disengagement) and the
bottom (distributor) zones of height equal to column diameter, D, are modeled as being
well mixed (Continuous Stirred Tanks — CSTs). Changing the height of these zones
between 0.5D, and 2.0D. did not have a noticeable effect on the predicted liquid tracer
responses (Degaleesan et al., 1996°), provided the height of the gas-liquid mixture is
much larger than the column diameter (L/D, is at least 6). This could be attributed to the
predominance of the recirculatory flows that primarily govern the characteristic mixing
times. For example, if Qgr is the liquid recirculation flow-rate, then the characteristic
times for the end zones and the well-developed zones are their volumes divided by Qg.
Since the total liquid volume is constant, a redistribution of the volume among the
various zones would probably not affect significantly the overall mixing times. Of course,
the well-developed zone should not collapse to zero so that axial and radial dispersion
effects are completely eliminated. This, however, is a very simplistic explanation of the
effect of the size of end zones on tracer responses and simulation of the model equations
should be used to quantitatively assess the different scenarios. It is shown in this study
via simulations that as with the liquid phase, the effect of varying the height of these end

zones to 0.5D; and 2.0D; on the gas-phase tracer responses is insignificant as well.
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6.2.1. Single Bubble Class Model (SBCM)

A differential element along the reactor length in the developed part of the flow,
which occupies most of the column, consists of four zones for SBCM into which the
reactor cross-section is compartmentalized. By applying mass balances for a soluble
species in each of these zones within the differential element, one obtains a set of four
transient convection-diffusion Partial Differential Equations (PDEs) with mass interphase
transfer and radial exchange between the zones acting as source terms. Additional source
terms appear in the form of reaction rates, if simulations are being carried out for a
reactive species in a bubble column reactor operated under reaction conditions. On the
other hand, the equations describing the dynamics of the perfectly mixed tanks
representing the distributor and disengagement zones are only Ordinary Differential
Equations (ODEs). Therefore, the reactor model results in a coupled set of four PDEs and
four ODEs as summarized below for a representative chemical species. Other details
regarding the liquid phase mixing model can be found in Degaleesan et al. (1996°) while
those for gas and liquid mixing with interphase mass transfer are described by Gupta et
al. (2001%) and are presented in the following sections. The model equations are listed

below (refer to Figure 6-2a).
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For the liquid moving up-wards (L))
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Liquid in the disengagement zone
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All symbols are defined in the nomenclature.

Initial Conditions

For dynamic impulse tracer tests the initial conditions in all zones of the reactor
are those of zero initial concentration of the species to be introduced at time t = 0" at the

reactor inlet.
t=0; Cna=Cp=Cu=Cp=Ci=Cp=Cq=Cp=0 (6-9)

The inlet function for describing the introduction of a species at the reactor inlet
depends on the simulation objectives. For simulating the distribution evolution of a
reactant species under reaction conditions, one would typically have a step change in the
concentration of the species at the reactor inlet. However, here we are interested in
simulating the distribution of a non-reacting tracer. Additionally, this initial condition for
the tracer at the inlet depends on the method of tracer injection, and whether it is an
impulse tracer test, or a step-up/step-down tracer test. For the results presented in this
study, the experimental impulse input for the tracer runs at AFDU, La Porte have been

simulated using a Gaussian function with a tail (Degaleesan, 1997).

t>0%,t>0; Con= ———exp _B-a) Ciin=0 (6-10)
N 27Kt 2xt
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Boundary conditions for the fully developed region

The earlier work on the liquid mixing model (Degaleesan et al., 1996b) and gas-
liquid mixing models (Gupta er al., 2001% Gupta et al., 2001b) used the Danckwerts’
boundary conditions at the inlet and outlet of the well-developed zones with the
understanding that this should guarantee the preservation of mass for each phase.
However, upon close examination, it was realized that the boundaries of the well-
developed zones with the distributor and disengagement regions are internal and thus
don’t exactly represent the physical picture representative of Danckwerts’ boundary
conditions for a closed system. Therefore, the correct boundary conditions to use are of
Dirichlet type where the concentrations at the ends of the well-developed zones are
matched with those of the well-mixed regions. In other words, the bottom of the fully
developed flow zone is the boundary with the CST representing the distributor zone,
whereas the top of the fully developed flow zone is the boundary with the CST
representing the disengagement zone.

Appendix B presents the analysis of the effect of these two types of boundary
conditions on the simulated tracer responses. It was important to compare their effect on
simulation results since, as mentioned above, earlier work on these mixing models
reported by Degaleesan er al. (1996") and Gupta er al. (2001° 2001%), used the
“incorrect” Danckwerts’ boundary conditions. Fortunately, for conditions studied in the
above reported papers, the effect of boundary conditions on the results was not
pronounced and the reported resuits are valid as shown in Appendix B.

The “correct” Dirichlet boundary conditions used for the well-developed zones

are specified below.

Up-flow section of the gas

X 0’ Cgl Ix=0 = Cga (6'1 1)

X

L; Cgl |x=l, = Cgh (6'12)
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Down-flow section of the gas

x=L;, C,l,=C, (6-13)
x=0;  Cgpheo=Cha (6-14)
Up-flow section of the liquid
X= 0’ C'Il |.r=0 = Cla (6-1 5)
x=L,  C,l=Cy (6-16)
Down-flow section of the liquid
x=L  Cpl=Cy (6-17)
X = 0; CIZ Ix=0 = Cla (6-1 8)

6.2.2. Distributed Bubble Size Model (DBSM)

In the same manner as for SBCM, applying the mass balance for a soluble species
on a differential element along the reactor length in the developed part of the flow
depicted in Figure 6-2b yields a set of five transient convection-diffusion Partial
Differential Equations (PDEs). The five zones include the liquid flow upward (L) and
liquid flowing downward (L;) as in SBCM. Along with the up-flowing liquid, there exists
an up-flowing gas zone in the core of the reactor consisting of a lean "large-bubble" phase
(Gi, LB) and a dense "small-bubble" phase (G;. sg). Meanwhile the down-flowing gas in
the annular region consists only of small bubbles (G, sg) recirculating with the down-
flowing liquid. It is to be noted that the description of the three “gas phases™ is obtained
from a radial distribution of the mean bubble size, as discussed later in Section 6.3. As
with SBCM, the source terms appear describing interphase mass transfer and radial
exchange between the up-flowing and down-flowing zones. For DBSM however, an
additional source term appears in the equations resulting from mass exchange due to

bubble-bubble interactions between “large” and “small” bubbles. Moreover, since the
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model now incorporates an additional up-flowing gas phase (G, ) in the well-developed

portion of the flow, the equations for the CSTs representing the end zones interact with
this additional phase indirectly via the boundary conditions. The model equations for

DBSM are presented below (refer to Figure 6-2b):
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[ s%C, 4(5,,6' ) - Ky -1
l)xxl ;1 - " i = (Cgl _Cg2)+#(cgl _Cg3)
oC,, ox rRE&, £,
= < 4 (6'19)
ot — aC sl k suiu P sulu kmz At
“Ug 0,,; - l{-’_‘gl. (Hcm -Cy ) - %:-—(Hcgl -C) )'*' R,
For the gas in small bubbles moving down-wards (G, sp)
— 2C ocC., ! 5,,5 .
xxy §2 +17ﬂ2 = 4 /Rz ( _g )m (Cxl _Cn2)
IC,, _ Ox ox  RYP_» £y (6-20)
at k\'l {{ aY{
_%ZJE(HCM - Cvl2 ) + R.\'.gZ
&

For the gas in large bubbles moving up-wards (G, 1 p)

For the liquid moving up-wards (L;)
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For the liquid moving down-wards (L)
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+— &) (R 2r ) D, aclzl + kc.s'/_ gy ( Hcgu _Clu) +R_,
gl ¢in D(' R i ax |x=0 EI '
Gas in the disengagement zone
_ Egl _’_'_,_I_z__ aC.L'l _ Egz (Rz _r"~)l_) 6Cs.2|
ngh = Eg ¢nul D(' R2 = ax x=1 Eg ¢nul D(' R2 i ax x=/
dt ) S, -
_%(Hcgh - C/b)+ R.r,gb
&
Liquid in the disengagement zone
dclb = g/ ¢aul D(' R a‘x x=1, 6‘l ¢om D(‘ R’ i ax |x=l,
dt koo
+ 'ﬂ:‘(—V‘<H Cgh - C/b ) + Rx,lh

&
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(6-23)

(6-24)

(6-25)

(6-26)

(6-27)
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Initial Conditions

As for SBCM for an inpulse tracer test, the initial conditions in all zones of the
reactor are those of zero initial concentration of the species to be introduced at time t = 0"

at the reactor inlet.
t=0; Ca=Cp= Cga = Cgb =Cy=Cp= Cgl = ng = Cg3 =0 (6-28)

The experimental impulse input for the gas tracer runs simulated using the DBSM

is the same as that used with SBCM.

t>0%,t>0; Con= ———exp _B-a) Clin=0 (6-29)
N 2mkct PAN

Boundary conditions for the fully developed region

As before, Dirichlet boundary conditions are used at the inlet and exit of the well-
developed zones, to guarantee preservation of mass for each phase. All the boundary
conditions used are specified below.

Up-flow section of the gas in small bubbles
X= O’ Cgl |x=0= Cga (6'30)

X= L’ Cgl lx:l, = Cgh (6'31)

Down-flow section of the gas in the small bubbles

X L’ Cg2 |x=l, = Cgh (6'32)

X O’ CgZ I.v=0 = Cga (6-33)

Up-flow section of the gas in large bubbles

X O; CgS I.\’:O = Cga (6-34)
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Up-flow section of the liquid

X 07 CI! ]x=0 = Cla (6'35)

x=L; Cileer=Cy (6-36)

Down-flow section of the liquid

x=L; Cp | =Cy (6-37)

x =0; Cp Leo=Ch (6-38)

In the above set of equations, D, and D, are the average axial and radial eddy

diffusivities, respectively, which are estimated from a scale-up methodology developed
by Degaleesan (1997) from CARPT data. For description of other symbols used in the
equations above, the reader is referred to the nomenclature.

For a non-reactive and soluble gas tracer, the simulation results presented in this
study have been computed based on the model equations presented above via a
completely implicit finite difference scheme (FTCS - first order Forward differences in
Time and second order Central differences in Space), which is robust and unconditionally
stable. Since for simulation of tracer responses there are no non-linear terms in the
equations, one needs to invert the matrix only once. This is accomplished by obtaining
the LU decomposition of the matrix resulting from the application of the differencing
scheme. The solution at successive times is simply obtained by matrix multiplication of
the solution at previous time by repetitive LU back-substitution.

Before one can employ the numerical scheme discussed above for the solution of
these reactor model equations, one needs as inputs the hydrodynamic niodel parameters.
As mentioned before, a sub-model for gas and liquid recirculation is needed for this

purpose and is discussed below.
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6.3. Two-Fluid Sub-Model for Gas and Liquid Phase Axial Momentum Exchange

The starting point in the derivation of the one-dimensional mode! for the radial
liquid and gas-phase velocity profiles is the two-fluid model presented below. The model
equations are the result of the ensemble and Reynolds averaged approach of Drew and
Passman (1998). Here, the subscript '/' denotes the continuous liquid/slurry phase,

whereas the subscript 'g' denotes the dispersed gas phase, and both phases are considered

incompressible.
Equations of Continuity
I Og,
Liquid/Slurry = +V.(eu,)=0 (6-39)
¢,
Gas —E+ Vieu,)=0 (6-40)

Momentum Equations

pi£9-£Vp-Vier,)

. ou
Liquid/Slurry  p,¢, (—at—'+ u,.Vu,) = {_ M, M, )- (M M )} (6-41)
d v Lift Basset

(6-42)

Gas  pgé&, oy +u, Vu, |= P69~ Y0~V e,7,)
Y o ’ : + (Ml/ + Mvm )+ (ML!f/ + Ml)‘ax.vul )

In the momentum balance equations, 7 and 7, are the stress tensors representing
the normal and shear stresses in the liquid and gas phases, respectively, My is the drag
force term, and M, is the virtual mass term that arises due to the relative acceleration of
the two phases (Drew and Passman, 1998). In more detailed modeling of the momentum
exchange between the continuous and dispersed phases, other forces like lift (Myiz) and
Basset-history (Mpasser) are also considered. However, due to lack of good understanding
in modeling these forces for high volume fraction flows, these are generally neglected

when simulating practical two-phase flow situations. The mathematical representation of
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the drag and virtual mass force terms is shown in Equations (6-43) to (6-45), while the

reader is referred to Crowe ef al. (1998) for mathematical representation of the “lift” and

“Basset” forces.

6¢,¢,
M 4= 7rd,f ", (6-43)
1 2
F, =§plmbcl)’ul_ug‘(ul_u§) (6-44)
Du
M\m l6‘/‘5‘ Cvm DUI - g (6-45)
2 1k Dt Dt

In the above equations, Cp is the drag coefficient and for sufficiently contaminated

systems it is represented by Equation 6-46 (Tomiyama ef al., 1995).

Cp.2 Coa
N

2 ) 3 Fo
C, =max| (1 +0.15Ret™), 3L
Re 3 Eo+4

(6-46)

where, Fo = g(p, — Py )d,,7 /a is the Eotvos number based on the bubble diameter and

m

the liquid surface tension, and Re, = d, ‘ u-u, I / v, is the bubble Reynolds number.

C.m on the other hand is the virtual mass coefficient that has been discussed by Pan and
Dudukovic’ (1999).
C,, =1+3.32¢,+0(&}) (6-47)

In the well-developed flow region of the column, it has been extensively observed
that the flow in the time-averaged sense is axisymmetric with only the axial velocities
being non-zero (Degaleesan, 1997). Hence, the time-averaged liquid flow pattern is
represented by a single radial profile of the axial velocity. These assumptions are well
justified in view of the holdup profile database available at CREL via CT; and the liquid
velocity profile database via CARPT (Devanathan et al., 1990; Devanathan, 1991; Kumar
etal., 1995; Kumar et al., 1997; Degaleesan, 1997; Chen ef al., 1998).
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Under these assumptions, the equations of continuity for both the phases

(Equations (6-39) and (6-40)) are identically satisfied and one cannot use the traditional
approach of solving the Poisson equation for the pressure correction through the use of
these continuity equations (as is done in 2-D and 3-D CFD codes). In addition, the left
hand side of the momentum equations for both the gas and liquid phases becomes zero,
and so does the virtual mass term. Finally, due to no flow in the radial and azimuthal
directions, the pressure is assumed to be independent of the radial and azimuthal
coordinates, and the pressure gradient term in the momentum equations reduces to dp/dz.
After retaining the non-zero gradients and velocity components in the momentum

equations for the two phases, one gets the following simplified equations.

dj 1d
Liquid/Slurry 0 =-p,¢,g - & ER -M, - —d—(rg, {r,’",_ +7,,. }) (6-48)
Z rdr
dj 1d . .
Gas 0=-p,c,8-¢, d—’: +M, - ;E(reg fr e ) (6-49)
where
m mn du
.= —a S (6-50)
du
Tor =—Hg —j (6-51)
T =P (6-52)
Tor = Pylig, Uy (6-53)

Since y;"zO(lO" ),u,"' and pgzO(IO‘l -107? )p,, one can neglect both the

molecular as well as the turbulent shear stresses in the gas phase as compared to those in
the liquid/slurry phase. Therefore, upon addition of Equations (6-48) and (6-49) one

obtains

0= _(ngg + plgl)g____;' rENT e + T (6-54)
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In the above equation, the superscripts "m" and "t" refer to molecular (viscous) and

turbulent contributions, and & is the radial gas holdup profile, which is represented in
terms of the power law function given by Equation 6-55 which fits well the available

experimental data (Kumar, 1994; Kumar et al., 1995).
6 (6)=5 [—"—’iz—j 1-ce") (6:55)
) Elm+2-2c
where, £= r/R is the dimensionless radius. Substituting for the radial gas holdup
(Equation (6-55)) in Equation (6-54) and using p = —-dp/dz/p,g , one gets, on

integrating Equation (6-54) with boundary condition z;,. =0 at £=0,

_pigRE o= P )EREL (m+2-2c£")
(1 —& ) T = _—2—(p '—1)+ ) (m gy 2C) (6-56)

After anticipating a downward maximum liquid velocity at dimensionless radius &
= A (which is obtained by an iterative calculation as shown later), one assigns

r,.,:‘fd = 0. Applying this condition to Equation (6-56) eliminates p' (Equation (6-57))

and yields Equation (6-58).

_{ P,—P m+2-2ch"

P, m+2-2c

%(g)zp,(l—y)gkcégéz"' (1_(5

(m+2—2c)(1—5g(§)) I) j=plgRﬂ(§) (6'58)

_ (A=p)eg A" (&Y _ Py
where B(&)= (rr 22901, (5))[1 (/1] ] and y= o (6-59)

To obtain the liquid velocity profile from the above shear stress profile, a constitutive
relationship (closure) is needed relating the turbulent shear stresses to the mean liquid
velocity profile. The simplest closure in terms of turbulent kinematic viscosity is

employed in Equation (6-60).
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m 1 du m d 2
T (’) =-p (V/ +Vv, )_dr_l g % — P (6-60)

dy
ar

au
dr

The turbulent eddy viscosity, v, can be closed by a modified mixing length, /(&),

as given by Kumar et al. (1994).

[ Zdul -
v, =1 - (6-61)
&)= ﬁ(l__él_,.dl_g”}]g (6-62)
©O-{t=2. -9

The parameters a, b, ¢, d and e have been obtained by Kumar er al. (1994) after
considering extensive data on liquid recirculation velocities and turbulent stresses from
CARPT, and experimental results of other researchers who have made measurements of
the liquid recirculation velocity and turbulent stresses by other experimental means. For
the churn-turbulent regime, these values are a=7.85, b=1.197, ¢=3.078, d=-3.809,
e=2.862. In this work, two other mixing length models are also used to assess the effect
of this parameter on the simulation results. These are the classical mixing length profile
of Nikuradse (Schlichting, 1979) for turbulent single-phase pipe flow and that of Joshi
(1980) which was proposed for bubble column flows. The reason to test Nikuradse’s

mixing length correlation is to establish the upper bound on the predicted liquid velocity

recirculation.
Nikuradse ~ /(£)=1{0.14-0.082> —0.06£*}R (6-63)
Joshi I(¢)=0.16 R (6-64)

Therefore, by introducing dimensionless radius in Equation (6-60), and upon substitution

in Equation (6-58), one obtains the following expression for the liquid velocity gradient

. V/'"f[l—\/l+4l-ﬁR ,3(5)] for0<E<i
diém 21 2 v, (6-65)
R
_gv"’ B(E) forAgé<l
i
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Solution Procedure

The boundary conditions to be used for the solution of the above equations are u;
=(0at £= 1, and duy/dé = 0 at £ = 0. Superimposed on this is the constraint that the
overall continuity for the liquid phase must be satisfied (Note that the integral is split at
&= A which is not the point of inversion of the liquid velocity profile, rather the point of

maximum downward liquid velocity).

=

2 [ -, @ ue)eaz+ 2_5_]'{1 ~& () u(§)edz =0, (6-66)

£=0

It is this constraint of overall liquid continuity, as expressed by Equation (6-66), that
allows one to iterate on A to obtain a converged solution. The converged value of 4 by

Equation (6-57) determines p’. The numerical scheme for the solution is as follows.

o Guess a value for A (generally 0.9 is a good starting point)

o Calculate u; ; by integrating Equation (6-65) from the boundary at £=1to =1

Ujp =~

ng é=4
— [B&)as (6-67)

Vit e

e To obtain the velocity of the liquid phase in the rest of the domain, integrate

Equation (6-65) from & = A towards the column center using u; ;.

vI'R*T 41°gR
u =i, = | {1— 1+ =2 ﬂ(f)]dé‘ (6-68)
&= 1

e Substitute the radial profile of the axial liquid velocity into Equation (6-66). If
Equation (6-66) is satisfied within the tolerance criterion, then the converged
solution has been obtained. If the tolerance criterion is not met, then A is

incremented sequentially until convergence is achieved. A word of caution is in
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order at this point. The function defined by Equation (6-65) could have steep

gradients and proper care must be taken while integrating to obtain an accurate

solution.

Once the liquid velocity profile and dp/dz are determined as the converged
solution to the one-dimensional liquid circulation model equations, we turn our attention
back to the gas phase momentum equation. It should be mentioned that the magnitude of

the converged dp/dz is almost equal to the sum of p,&,¢g and p,&,g. Combining

Equations (6-43), (6-44) and (6-49), the expression for the slip velocity, u; is obtained.

dp
4d,| - — -
h( dZ pggj

3C), p,(l—é‘g)

Here, Cp is the drag coefficient, which is a function of the slip velocity as well as

u_‘. =ug—u,=

(6-69)

of the bubble diameter, and thus has to be obtained through an iterative scheme for a
prescribed bubble diameter. The effective bubble diameter for the entire domain is
obtained by iteratively searching for that bubble diameter which satisfies the overall gas

phase continuity

5 5

A A

-

] ©) u,(e)ede =2 Ie ©)u,(E)gde +2 je ©)u,©)edz=U,,, (670

The procedure for obtaining the gas phase velocity profile is based on adjusting
the bubble diameter in the drag formulation via an iterative scheme to obtain a solution
that satisfies gas phase continuity. For the SBCM, the mean bubble diameter describing
the gas phase dynamics is assumed constant in the entire reactor cross-section. For the
DBSM on the other hand, a radial variation of the mean bubble diameter with a
maximum in the column center is assumed. Since the mean bubble size is assumed to

vary with the dimensionless column radius, the mean bubble size distribution is



166
essentially continuous and hence this model is referred to as the Distributed Bubble Size

Model (DBSM). Thus, the bubble size distribution for the two models is:

d, for use in SBCM (6-71)
JG,“ (1 - cé"’) for use in DBSM

d, (¢)={

Here, d, , is the effective mean diameter of the "large" bubble phase. 4, for
SBCM and ., for DBSM are parameters that are iterated upon to satisfy the overall gas

phase continuity given by Equation (6-70) and are therefore obtained as part of the
solution of the sub-model equations for estimating the gas recirculation velocities, as
described below. This assumed distribution of bubble diameter, given by Equation (6-71),
mimics the radial gas-holdup profile with a relatively flat radial gas-holdup profile
implying that the effective mean bubble-size is relatively homogeneous. On the other
hand, a large gradient in the radial gas-holdup profile implies greater concentration of gas
in the central region of the column resulting from relatively larger bubble voids
coexisting with smaller sized bubbles while only the "small" bubble phase is present in
the wall region. This assumption of the radial distribution of the long time averaged
bubble size is compatible with the non-uniformity in the radial gas-holdup profile.

Following are the steps involved in the iterative procedure to estimate the mean

bubble diameter d, for use in SBCM or Jo,,,‘,, for use in DBSM by converging on gas

phase continuity.

e Guess a value for 3,, or EGIM (typically start with a very small value)

e Calculate Cp, as defined in Equation (6-46). Since Cp; is independent of the

radial coordinate, & as well as of the slip velocity, us, once d, or d,; is known

Cp, is simply evaluated based on the Eotvos number.
e Calculate Cp;, as defined in Equation (6-46). Since Cp; is a function both of
£and u;, defined by Equation (6-69), it has to be evaluated at each & by the

following Newton-Raphson procedure
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St b T () (6-72)
S
4d,,(— %? - pgg)
flu,)=u, - 3C p,a(1~85 j (6-73)
w2 AP )
f'(u“_)=M = 1- 22 (1+0.04695 Rt - [ @ " (6-74)

du u: 3p,3C,3),3 dh(]_eg)

B s

¢ Calculate Cp as the maximum of Cp; and Cp;, for each & and subsequently
calculate the radial profile of us from Equation (6-69).

¢ Evaluate the gas phase continuity using Equation (6-70). If the gas continuity is
satisfied within the tolerance criterion, then the guessed bubble diameter is the

correct one, otherwise d, or d,;  is incremented and the procedure is repeated

until the tolerance criterion is met.

This solution procedure ensures that the gas phase continuity is satisfied as part of
the solution. Additionally, it provides an estimation of the bubble diameter, which is
subsequently used for calculating mass transfer coefficients. However, it should be noted
that the estimated bubble diameter depends on the drag formulation used, and therefore, it
is important to use a suitable drag correlation. In principle, any of the available drag
forms could be used. This is an issue related to the sub-grid modeling of the phase
interaction between the gas and liquid phases and beyond the scope of this work.
However, this is an important issue, as it is also relevant to the CFD simulations of flows
in practical multi-phase systems. For the purposes of this study, we have adopted the
formulation of Tomiyama et al. (1995), as it is known to give reasonably good
predictions over a wide range of bubble Reynolds numbers. It should also be mentioned
that in its current form, the solution of the sub-model equations requires the knowledge of
the radial gas-holdup profile; and, therefore, the model is not fully predictive. Recently,

Wu et al. (2001) developed correlations for predicting the parameters of the radial gas-
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holdup profiles in bubble columns and these are presented in Appendix A. Therefore, in

the absence of any experimental information on the radial gas-holdup distribution, these
correlations could be used as a starting point for the models developed in this study.
Before proceeding further, a precautionary note is in order about the converged
liquid velocity profile. From Equation (6-70), it can be seen that if the converged liquid
velocity profile is such that the integral, /; is greater than Ugyp, it implies that an
unphysical result has been obtained, since it would mean that in the long-time average
sense, the gas phase is moving slower than the liquid, which obviously cannot be the
case. The converged liquid velocity profile should therefore be checked for consistency
after a converged solution satisfying liquid phase continuity has been achieved. If I
greater than Ugqp does indeed occur, it is indicative of gross inaccuracies in the gas
holdup profile being used as input for solution of the model equations for liquid
recirculation. If such a situation does arise, a remedy could be sought by changing the
parameters of the gas holdup profile so as to reduce the magnitude of the gas holdup
gradient. This can be achieved by lowering the average gas holdup or alternatively by

13 »

increasing “m” or lowering “c” (refer to Equation 7-12).

6.4. Parameter Estimation for the Mixing Models

Once the radial profiles of the liquid (slurry) and gas phase velocities are known,
the various hydrodynamic input parameters for the mechanistic reactor model can be
readily estimated. It should be re-emphasized that the gas and liquid recirculation
velocities, obtained from the sub-model presented earlier, satisfy the overall gas and
liquid phase continuity and provide a self-consistent approach to parameter estimation.
Alternate methodologies to estimate some of the reactor model parameters (interstitial
gas phase velocities) like that proposed by Krishna and Ellenberger (1995) may not even
satisfy the overall gas phase continuity as shown later in Section 6.5. The liquid and gas
velocity profiles obtained from the solution of the two-fluid recirculation model become

zero at some distinct radial locations. These are referred to as the inversion points with 7’
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representing the inversion point, for the liquid velocity, and r" that for the gas. The

inversion points are important in parameter estimation, as they define the boundaries of
the up-flow and down-flow zones in the reactor models, viz., core and outlet flow regions
for the gas and the liquid. The holdups of the gas and liquid/slurry in the various zones of
the reactor are obtained from Equations (6-75) to (6-79) using the measured or estimated

gas holdup profile.

Average liquid hold-up in the up-flowing liquid region can be defined as

£, = ;@2— [G-2,)rar (6-75)

0

Average liquid hold-up in the down-flowing liquid region is
2 R
£ =——,j(1—£g)rdr (6-76)

2 2
R -r

Average gas hold-up in the up-flowing gas region is

=—5 (&, rd 6-77
DBSM = & oz Jecrar ©-77)

gl+g3 r 0

SBCM = &, } 5

Average gas hold-up in the down-flowing gas region is

2 R
Epy=—s [, rdr (6-78)

R -r";
Portion of the average gas hold-up in the up-flowing gas where liquid flows downwards

=5 e, rdr (6-79)
r »

From the converged solutions for the liquid and gas velocity profiles, the average
velocities of the gas and liquid in the various zones are evaluated using Equations (6-80)
to (6-83), and the mean slip velocity is obtained using Equation (6-84), which is

subsequently used to calculate the mass transfer coefficients in the well-mixed end-zones
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(Equation 6-93). It should be noted that although the mean slip velocity could be

computed by the three different expressions in Equation 6-84, the resulting differences in
the computed mean slip velocity are not significant (less than 5%). Additionally, from the
simulation results for all cases studied in this study, the actual mean slip velocity
(computed using any of the three expressions presented in Equation 6-84) is always

smaller than the apparent slip velocity, which is usually defined as U, ,,, /&, - U, /&, -

It is the apparent slip velocity that is normally used in engineering correlations and this
establishes that it does not necessarily represent well the actual slip in the system.

The needed parameters are now obtained as follows:

Average liquid velocity in the up-flowing liquid region is

ZrI(l—eg)lu,]rdr
0

7 = — (6-80)
rE,
Average liquid velocity in the down-flowing liquid region is
R
_2 j(] — & )u rdr
7, = €, i (6-81)
) R*—r"
Average gas velocity in the up-flowing gas region is
R
R*U,,,, +2 ﬂug 152" dr
SBCM = u,, = >
4 gﬂ‘, (6-82)
R
RZU(,.'_WI, +2 _”ug Iegrdr
DBSM = i, ; = o
r €g1+g3
Average gas velocity in the down-flowing gas region is
R
u_ e rdar
_ Eg‘) _ﬂ & | 8
Uy = ——— (6-83)
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Average actual slip velocity is

' §=| N
2 [ u,(£)ede NoWeighting
-
2 [e (&) u(e)éae by
Uyp =3——— Weightedby e, t < —0 — —20. (6-84)
£y &, &
&=l
2 [&,&)u,(&)eae
= Weighted by €,
\ 8’ J

From Equations 6-77 and 6-82, one can see that when using the DBSM, in
addition to the assumption of the radial distribution of the mean bubble size (Equation 6-

71), one needs two additional assumptions. The first assumption is needed to evaluate the

small bubble holdup in the core, €, and large bubble holdup, €, frome while the

gl+g3o

second one is needed to calculate #,, and u,, from #,,,;.

The assumptions used in
this study are that the small bubble holdup in the core and the wall regions are equal and
that the velocity of the large bubble phase in the core is equal to the fraction of the
superficial gas velocity defined by the ratio of large to total bubble holdups.
Mathematically these assumptions are represented by:

- _ = - ggB U
€n = ggZ’ ug3 - = G, sup (6‘85)

g

Alternatively, using the approach of Krishna and Ellenberger (1995), one can assume that

ggl =g, = € g irans and Uy = (UG —Udf )/{Egj (]—r""’ )} However, problems can arise in

this method since esiimated €, ,,,, may be greater than £, measured from experiments.

With the volumes and velocities associated with the various compartments of the
reactor model estimated, the last set of parameters that needs to be evaluated are the mass
transfer coefficients and the interfacial areas for mass transfer. The volumetric mass

transfer coefficient is widely studied and reported in the literature and numerous

correlations are available for its estimation (Azbel, 1981; Kastanek et al., 1993) as
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reported in Chapter 2. However, most of these correlations are empirical in nature with

little fundamental basis and, therefore, usually work well only for systems similar to the
ones from which data was obtained for their development. To incorporate some level of
physics, in this study the mass transfer coefficients are estimated based on the penetration
theory of Higbie (Danckwerts, 1970) and the interfacial areas are evaluated using the
bubble diameter that satisfies gas phase continuity. Following this methodology, one does
not have to depend on empirical correlations for evaluating the mass transfer coefficients
and interfacial areas as they can be readily calculated using Equations (6-86) to (6-93).
These expressions assume the bubbles are spherical, but one can apply suitable shape
factor corrections if needed (Clift ez al., 1978). From the expressions for evaluating the
mass transfer coefficients and the interfacial areas, one can immediately recognize that
for DBSM, one needs an estimate of the average bubble diameter in the reactor as well as
the average “small” bubble diameter in the core and the annulus regions. This is

accomplished subsequently via Equations 6-94 to 6-98.

Interfacial area for mass transfer from up-flowing gas to up-flowing liquid is

_ 6(5_g1__ “'Ts"l)

SBCM = a,, =
d,
. 8- (6-86)
sule T -
DBSM = G, .58
67,
a, ==
d G, LB

g,

.1 is the portion of the average gas hold-up in the up-flowing gas region (&, for

SBCM and & for DBSM) where the liquid flows downwards.

glyg3

Interfacial area for mass transfer from up-flowing gas to down-flowing liquid is

6¢&,,

auld
d,

68,
DBSM = a,, ==

G, .58

SBCM = a
(6-87)
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Interfacial area for mass transfer from down-flowing gas to down-flowing liquid is

65,
SBCM = a,, = —=
) & (6-88)
€2
DBSM = ay = —*

G,.SB
Interfacial area for mass transfer in distributor and disengagement CSTs

6t
Aesr = Jg (6-89)
b

Mass transfer coefficient from up-flowing gas to up-flowing liquid

D, (u, -1,
SBCM — kgulu = 2 l.,m( _g] ”)
Vz d,
( 2 D m il—, -,
k.vulu = L, (_ &l n ) (6-90)
e\ dow
DBSM = 5 o
k = 2 DL,m (ug:; - u“)
L d, 1
Mass transfer coefficient from up-flowing gas to down-flowing liquid
D, (4, +14
SBCM = kguld = 2 L £l 1)
N d,
D, (#, +17, (6-91)
+ 2
DBSM = ky =2 [Prn i 7T)
‘/; d(;, SB
Mass transfer coefficient from down-flowing gas to down-flowing liquid
D, (-i,, +i,
SBCM = kgd/d - 2 L.m( ‘2 ,_)
Jz d,
D, (i, +u (6-92)
- + 5
DBSM =k, = 2 L (_ugz Up)
‘/; dGz SB
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Mass transfer coefficient in distributor and disengagement CSTs

2 DLmU

csr=\/—

slip

(6-93)

As mentioned earlier while using DBSM, one needs an estimate of the average
bubble-diameter in the various zones of the reactor since the iteration on gas continuity
results in the prediction of the maximum bubble size at the column center. This is
accomplished by defining a radial profile of the bubble number density function (number

of bubbles per unit reactor cross-sectional area) based on the radial gas holdup and

bubble size profiles.
4, (8)
NE)=—25 6-94
n, (€) 7d(2) (6-94)

From Equation (6-94), the following six quantities are obtained by averaging over the
core and outer regions, the boundary between which is £”, the dimensionless radius where

the radial gas velocity profile becomes zero.

R o9
0 nm,
2 - 4% .
g, j n(E)edé =  d, = |—2 (6-96)
- (1 - 5 ) ’ 4 n(' S

_ 2 % - 4z, +5.,)
Mo = 5 [n@E€ = 4, = |—8—8 (6-97)
0

n
Gy snern

In the above equations, 7, is the cross-sectional mean bubble number-density and d, is
average bubble-diameter over the entire reactor cross-section. Similarly, 7, and d N

are the mean bubble number-density and bubble-diameter respectively in the wall region,
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,represent the same quantities in the central region. From the

while n; and d

Gysper

above equations, it should be immediately realized that one still needs to extract Jo, -

from known 67(;' N and d, ‘ (the subscript “Gy,sp+.8” refers to the combined “small”

Grspatn
and “large” bubble populations in the core). This is achieved by utilizing the assumption

that the gas holdup of small bubbles is equal in the core and outer region (Equation (6-
85)). Stated mathematically, €, =€,, implies that 7 g, 6762“3-,, = A5, s Jéps,, . Therefore,

the effective mean diameter of the small bubbles in the core is estimated as

2 Gysn =
Gy p (nGI,smu; nGl,Lli )

ﬁ(;,_,,,, _ ﬁ(;l,x,,”,,, 57(;,“‘.,,;,,,,7 - ﬁcm _(iﬂ,.,, - i = \/ ﬁczl‘\.,, d(fzj,, (6-98)
The above estimation procedure provides all the hydrodynamic model parameters needed
as input to solve the SBCM and DBSM reactor model equations describing the transport
of a scalar quantity. In the next section, some results are presented first from simulation
of the liquid and gas recirculation by the sub-model equations and then from the reactor
model describing the gas tracer experiments in a pilot scale slurry bubble column under
conditions of methanol synthesis.

There is one more issue with the DBSM that needs to be addressed. It is the effect
of the assumed radial profile of the mean bubble size on the computed recirculation rates
as well as on the overall scalar mixing in the reactor. The discussion of this issue is
postponed to Section 6.6 of this chapter. This has been deliberately done so that the

reader gets a better perspective on the issues related to the assumed bubble size

distribution after having seen the simulation results from the model development thus far.
6.5. Results and Discussion
For solution of the model equations for gas and liquid recirculation, one needs to

know two important inputs - the radial gas-holdup profile and the closure for liquid/slurry
phase turbulence. For the purposes of this study, the gas-holdup profile is assumed to be
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known from experimental data, though some estimates for the average gas holdup could

be obtained from correlations for systems where no experimental data exists (Kastanek et
al., 1993; Luo et al., 1999; Kemoun et al., 2001b; Wu et al., 2001). In such cases, the
value of the exponent m in Equation 6-55 is usually assumed in the range of 2-5 (Gharat
and Joshi, 1992) and c is assumed to be 1. Or, once the mean gas holdup has been
estimated from the appropriate correlation, the correlation of Wu et al. (2001) can used to
estimate the radial gas holdup profile, i.e., the parameters “m™ and “c” in Equation 6-55.
On the other hand, the liquid phase turbulence in bubble column flows is usually assumed
as the superposition of the turbulence due to shear and that resulting from the highly
oscillatory and dynamic bubble motion. The latter contributes to what is frequently
referred to as the "bubble-induced" turbulence.

Kumar et al. (1994) and Ong (1999) investigated the existing literature on the
mixing length correlations relevant to bubble-column flows and found that none of the
existing forms matched all the data well. Therefore, based on their own experimental
database as well as other data from the literature, Kumar et al. (1994) developed a mixing
length form represented by Equation 6-62. This is a completely empirical form but is
known to provide reasonable estimates of the level of liquid circulation in air-water
columns operated at atmospheric pressure. Another very simple form for mixing length
(Equation 6-64) has been proposed by Joshi (1980) which also performs reasonably well
in predicting the levels of liquid recirculation. Additionally, there is the mixing length
correlation of Nikuradse (Schlichting, 1979) developed for turbulent single-phase pipe

flows.

6.5.1. Effect of Mixing Length on the Predictions of Liquid Recirculation Rates

The performance of the three proposed mixing length forms (i.e. Equations 6-63,
6-64 and 6-62) is tested against two data sets for which measured liquid recirculation
profiles are available from CARPT experiments. Figures 6-3 and 6-4 show the relative

performance of the three mixing length forms in predicting experimental data for the
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liquid phase recirculation. The experimental data is from two different columns with air-

water, one of 10-cm diameter and the other one of 44-cm diameter. The superficial air
velocity for the former was maintained at Ugsy, = 12 cm/s while for the latter it was 10
cm/s. Nikuradse's mixing length (Equation 6-63) always over-predicts the level of liquid
recirculation velocity since the effective turbulent viscosity from this formulation is only
representative of the shear contribution to the total turbulence as in single-phase flows,
and does not account for the increased turbulence generation and dissipation due to the
presence of the bubbles. Therefore, for bubble column flows, use of Nikuradse's mixing
length in computing the liquid recirculation-velocity profile is not recommended.
Modifications to Nikuradse's mixing length could be sought to account for the bubble-
induced turbulence, however, the dependence of the mixing length on bubble diameter
and its velocity fluctuation is not well-established (Geary and Rice, 1992). The
correlations of Joshi (1980), Equation 6-64, and Kumar et al. (1994), Equation 6-62, give
reasonable predictions for both the cases studied, though the correlation of Kumar et al.

(1994) seems to do somewhat better.
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Figure 6-3. Effect of mixing length profile on liquid velocity profiles for 10 cm diameter
bubble column operated at Ug sp=12 cmm/s.
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Figure 6-4. Effect of mixing length profile on liquid velocity profiles for 44 cm diameter

bubble column operated at Ug supy=10 cm/s.

Next, we demonstrate the use of the gas-liquid recirculation sub-model to obtain
the hydrodynamic input parameters to the mechanistic reactor models presented earlier;
and subsequently, solve these bubble column reactor model equations to predict
fadioactive gas tracer responses obtained from a pilot scale reactor, details of which are

briefly presented below.

6.5.2. Pilot-Scale Experiments and the Corresponding Model Parameters

The experimental data for this study was obtained in a pilot-scale slurry-bubble-
column reactor, R1, at the Department of Energy (DOE) facility at La Porte, Texas
(Alternate Fuels Development Unit - AFDU). Radioactive gas-tracer measurements were
conducted using Ar*' in a 46-cm diameter slurry bubble-column. The dispersed gas-slurry
height was maintained at approximately 13.25-m during liquid phase synthesis of
methanol from Syngas (CO+H,). Experiments were conducted at three different operating

conditions listed in Table 6-1 that also presents the estimated physical properties of the
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slurry. To estimate the radial gas-holdup distribution in the reactor, Differential Pressure

(DP) and Nuclear Density Gauge (NDG) measurements were made along the reactor
length. The measurements indicate that the gas holdup in the column was fairly constant
except in the distributor and the free board regions. Table 6-1 lists the parameters of the
estimated radial gas-holdup profile at the three different operating conditions. Details
regarding the estimation of these parameters as well as other details regarding detector
calibration and experimental procedure can be found elsewhere (Degaleesan et al., 19967,
Degaleesan, 1997). From the estimated gas-holdup profile parameters, one can estimate
the mean gradient in the gas-holdup profile using Equation 7-12 presented in Chapter 7.
The values of the mean holdup gradient for the three operating conditions estimated in
this manner are also listed in Table 6-1. As expected, the absolute value of the holdup

gradient increases with increased gas superficial velocity and with decreased pressure.

Table 6-1. Estimated gas holdup profile during methanol synthesis at AFDU, La Porte.

Experiment | Pressure | Temperature| U, | Parameters of Radial Gas Holdup Profile
Number | (MPa) °C) (cm/s) | & | m c Mean Gradient
(Equation 7-12)
Run 14.6 5.27 250 2286 1039 2 0.8444 -0.76
Run 14.7 5.27 250 1266 | 033 | 2 0.8908 -0.71
Run 14.8 3.65 250 32.81 [ 038 2 0.9433 -0.88

pL=0.99 gm/ecm’; p. = 0.01 P; o, = 30 dyne/cm; Mol. Wt.gas ~ 18 gm/mol; Dy ~ 9.43 x 10° cm?/s

Figure 6-5 shows the schematic of the experimental setup with the gas tracer
injected below the sparger in the inlet Syngas stream. The temporal evolution of the
tracer inside the reactor was measured using scintillation counters at seven different axial
locations with four detectors at each level (see Figure 6-5). Heat exchanger tubes are
present inside the AFDU for cooling the reactor medium which gets heated due to the
exothermic nature of the reactive system. The reactor is provided with 24 tubes having an
outer diameter of one inch, which occupy approximately 7.5% of the cross-sectional area

of the reactor, and extend over the entire length of the gas-slurry dispersion.
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Alternate Fuels Development Unit, La Porte indicating the detector levels

for measurement of radioactive tracer responses.
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From the above table (Table 6-1), one can see that the first two runs (Run 14.6

and Run 14.7) were conducted at higher pressure as compared to Run 14.8. As expected,
gas holdup increases at constant pressure with increase in superficial gas velocity. Based
on the estimated gas holdup profiles and mean gas holdup gradient, it seems that Runs
14.6 and 14.8 are definitely in churn-turbulent flow. On the other hand, Run 14.7 may be
in transition or even in bubbly flow although the correlation of Krishna et al. (2000™)
would indicate that the reactor was operating above transition gas superficial velocity for
Run 14.7. However, there are no reliable correlations for estimation of transition. It will
be discussed later whether these initial observations are supported by additional findings.

With all the operating and physical variables specified, the parameters of the
SBCM and DBSM can now be calculated from Equations 6-75 to 6-98 and are listed in
Tables 6-2 and 6-3, respectively. For the estimation of the parameters not directly
obtained from the solution of the recirculation model, viz., the radial and axial eddy
diffusion coefficients, the methodology of Degaleesan (1997) was followed. This
involves using an equivalent superficial gas velocity based on the measured gas holdup,
which is the superficial gas velocity that would result in the same gas holdup for an
equivalent air-water system at atmospheric conditions. Additionally, the radial eddy
diffusivities were corrected to account for the presence of internals based on the
recommendations by Degaleesan (1997).

As was mentioned earlier, the liquid recirculation model equations were refined in
this study based explicitly on the two-fluid equation. This resulted in minor differences in
the form of the equation than that used by Degaleesan (1997). When comparing the

predicted liquid recirculation velocity (#,, ) with that computed by Degaleesan (1997) for

the same reactor and operating conditions, it is found that the differences between the two
for all three operating conditions are less than 2%. Thus, it is fortunate that minor
difference in the model equation results only in minor difference in the predicted
recirculation rates. However, for all future use of the one-dimensional model liquid
recirculation model, it is recommended that the more rigorously derived equations

presented in this study be utilized.
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Parameter Equatien No. Run 14.6 Run 14.7 Run 14.8
d, (cm) 6-71 0.61 0.04 2.21
¥ r" (cm) 17.46,19.19 | 17.30.17.71 | 17.66,20.08
g, 6-75 0.49 0.55 0.48
g, 6-76 0.77 0.82 0.82
g, 6-77 0.45 0.43 0.42
g, 6-78 0.26 0.19 0.25
£, 6-79 0.02 0.004 0.02
i, (cm/s) 6-80 45.09 41.60 48.57
i, (cm/s) 6-81 38.77 36.58 40.86
i, (cm/s) 6-82 78.27 56.94 104.10
i,, (cm/s) 6-83 18.81 23.90 10.66
Uy, (cm/s) 6-84 21.54 4.46 37.51
g, (cm™) 6-86 4.18 65.91 1.09
gy (cm™) 6-87 0.24 0.66 0.05
gy, (cm™) 6-88 2.57 28.94 0.67
A (cm™) 6-89 3.85 51.24 1.03
K e (CTIVS) 6-90 0.08 0.22 0.06
K g (cH0/s) 6-91 0.15 0.54 0.09
Ky (ci/s) 6-92 0.06 0.20 0.04
ke (cmi/s) 6-93 0.07 0.12 0.05
D,|. . (cm®s) A9 114 100 112
" \With I, (CmZ/S) Degale:;;:)r)’(ww) > 3 42
D,, (cm%s) A-10, A-12 502.08 431.64 506.02
D, (cm's) A-10, A-12 424.22 384.76 402.29

For DBSM, the bubble interaction parameter (Ksp,..5) needs to be additionally

specified. Based on the recommendations by de Swart (1996), the effect of Kgp;.;15 has

been investigated in the range 0-1 (1/s).
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Parameter Equation No. Run 14.6 Run 14.7 Run 14.8
¥, r" (cm) 17.46,19.09 | 17.30,17.55 | 17.66,19.48
g, 6-75 0.49 0.55 0.48
£, 6-76 0.77 0.82 0.82
g, 6-77 0.19 0.25 0.21
€ =F,, 6-78 0.26 0.18 0.23
£, 6-79 0.02 0.003 0.014
i, (cm/s) 6-80 45.09 41.6 48.57
i,, (cm/s) 6-81 38.77 36.58 40.86
if,, (cm/s) 6-82, 6-85 74.11 46.73 94.70
i,, (cm/s) 6-83 19.41 25.68 1527
i,; (cm/s) 6-85 85.05 65.91 120.26
Usip (cm/s) 6-84 21.54 4.46 37.51
ag, (cm™) 6-86 1.93 18.96 0.52
a; (cm™) 6-86 1.43 27.46 0.40
agy (em™) 6-87 0.19 0.27 0.03
gy (em™) 6-88 4.26 51.05 1.37
g (cm™) 6-89 4.01 54.02 1.21
kg (cIU/S) 6-90 0.07 0.10 0.05
k, (cm/s) 6-90 0.08 0.23 0.05
kg (cm/s) 6-91 0.14 0.42 0.08
ko (cm/s) 6-92 0.08 0.25 0.06
kg (cm/s) 6-93 0.07 0.12 0.05
d, (cm) 6-95 0.58 0.04 1.89
d;.  (cm) 6-96 0.36 0.02 1.00
d; = (cm) 6-71 0.81 0.05 3.20
d; _ (cm) 6-98 0.73 0.06 2.45
D,|, . (cols) A-9 114 100 112
D, With In. (cmz/s) Degalet‘;i(l997) » 33 42
D, (cm¥s) A-10, A-12 502.08 431.64 506.02
D, (cm/s) A-10, A-12 424.22 384.76 402.29
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Table 6-4 lists the bubble sizes predicted by the recirculation sub-model for the

SBCM and DBSM. From these values, it is clear that the trend in the estimated bubble
sizes is correctly captured for Runs 14.6 and 14.8 that are well in the churn-turbulent flow
regime. The bubble sizes estimated for Run 14.7 are unusually small indicating that at
superficial gas velocity and operating pressure for Run 14.7, the churn-turbulent flow
regime may not have been reached, and use of the holdup profile characteristic of this
regime may have skewed the estimation of bubble parameters. Another important
observation is that for DBSM, the differences in the estimated large and small bubble
diameters is not large, indicating that the hypothesis of the radial distribution of bubble
size being similar to the radial distribution of gas holdup might not represent the physical
picture accurately. Thus, the assumed parabolic holdup profile for this run may not be

correct, as this run seems to be in bubbly flow.

Table 6-4. Predicted bubble sizes by the SBCM, DBSM and literature correlations.

Bubble Size Run 14.6 Run 14.7 Run 14.8
(mm) (Ug, sup = 22.86 cm/s|(Ug, sup = 12.66 cm/s|(Ug, sup = 32.81 cm/s
P =527 MPa) P =5.27 MPa) P =3.65 MPa)
d, (SBCM) 6.07 0.39 22.11
d, (DBSM) 5.83 0.37 18.88
d;, ., (DBSM) 8.05 0.55 32.03
d;, ., (DBSM) 7.30 0.57 24.53
d;, , (DBSM) 3.63 0.22 9.97
dy i 2.40 2.43 2.48
(Wilkinson et al., 1992)
Byt arge 124.98 63.75 178.82
(Krishna and Ellenberger, 1995)
Dy targe 31.91 17.63 40.97
(Krishna, 2000")
d, 4.55 5.15 3.98
(Calderbank and Moo-Young, 1961)
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Table 6-4 also presents the predicted bubble sizes for these operating conditions

from literature correlations and compares them to those calculated from the SBCM and
DBSM models. It can be seen from the table that the predicted bubble sizes are spread
over a large range with the correlation of Krishna and Ellenberger (1995) estimating
bubble sizes as large as 17.9-cm. In view of this, the bubble sizes predicted by the models
proposed in this study are reasonable, except for Run 14.7 for the reasons described
above. It can, however, be argued that since there is no independent comparison of the
validity of the predicted bubble sizes, and since these are used for calculation of mass
transfer coefficients, the predicted k;a from these bubble sizes may contain large errors.
To compare the volumetric mass transfer coefficients estimated by the methodology
proposed in this study (and reported in Tables 6-2 and 6-3) with independent estimates,
Table 6-5 presents the predicted volumetric mass transfer coefficients for the three
operating conditions using the correlations presented in Chapter 2. From this table, one
can be see that the volumetric mass transfer coefficients predicted by SBCM and DBSM
fall roughly in the range of predictions from various correlations. Actually, the values for
Run 14.8 are at the low end of the predicted range while those for Run 14.7 are an order
of magnitude and more higher than the values predicted by correlations. However, it
should be mentioned that the operating conditions for the experiments of this study are
outside the range of majority of the data that was used to develop the correlations.
Nevertheless, this indicates that our model is very sensitive to the assumed gas holdup
profile and the resulting bubble size and there is a need to explore this sensitivity in order
to render the proposed model useful. The effect of the assumed gas holdup profile and
other input parameters on the computed parameters and tracer respcenses has been
addressed later in the chapter.

To further address the problems encountered with using independent literature
correlations for estimation of the reactor model parameters, Table 6-6 presents the
velocity of the “large” and “small” bubble phases calculated from literature correlations.
Again, the spread in the predicted values is large. In addition, the predictions by Krishna
and Ellenberger (1995) don’t even satisfy the overall gas phase continuity. Gas phase
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continuity is considered satisfied if the addition of the product of large-bubble velocity

with large-bubble holdup and the product of small-bubble velocity with small-bubble
holdup is equal to the superficial gas velocity. Moreover, the correlations of Krishna
(2000h) for Run 14.6 predict “small” bubble-phase velocity as slightly greater than that
for the “large” bubble-phase. For Run 14.7, the predictions from Krishna’s (2000
correlation are simply out of order with the “large” bubble-phase velocity being

significantly lower than the “small” bubble phase velocity.

Table 6-5. Predicted volumetric mass transfer coefficients by the SBCM, DBSM and

literature correlations.

Volumetric Mass Transfer Run 14.6 Run 14.7 Run 14.8
Coefficient (sec”) (Ug, sup = 22.86 cm/s|(Ug, gp = 12.66 c/s|(Ug, sp = 32.81 cr/s
P=527MPa) | P=527MPa) | P =3.65MPa)
(k,a).r (SBCM) 0.25 6.03 0.05
(%1.0) puty- peseiopea (SBCM) 0.31 11.08 0.06
(k,a). (DBSM) 0.27 6.53 0.06
(k.@) puty-escioped (DBSM) 0.29 10.15 0.06
Akita & Yoshida (1973) 0.503 0.418 0.475
Deckwer et al. (1981) 0.437 0.308 0.540
PFair (1967) 0.144 0.082 0.205
Hikita ef al. (1981) 0.590 0.377 0.776
Kawase et al. (1987) 0.007 0.005 0.010
Letzel et al. (1999) 0.195 0.165 0.185
Nakanoh & Yoshida (1980) 0.415 0.230 1.266
rOzturk et al. (1987) 0.265 0.160 0.372

2 Requires bubble size. which has been estimated using the correlation of Calderbank and Moo-Young (1961)

In addition to problems with using these correlations, the data in Table 6-6 also
points to the unpredictable hydrodynamics prevalent during Run 14.7. Thus, the
predictions of bubble-phase velocities by SBCM and DBSM, in addition to being more
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consistent are also more physically realistic. For all the literature correlations, the

predicted “small” bubble velocity (except for Krishna, 2000") is about 21 cm/sec which is
the bubble rise velocity of a bubble of ~ 5-mm in diameter (refer to Figure 6-10).
However, since the majority of the up-flowing “small” bubbles are in the wake of the
fast-rising “large” bubbles, their velocities are expected to be higher. This feature seems

to be correctly captured by the models proposed in this study.

Table 6-6. Predicted bubble velocities by the SBCM, DBSM and literature correlations.

Bubble Phase Run 14.6 Run 14.7 Run 14.8
Velocity (Ug, sup = 22.86 cm/s | (Ug, sup = 12.66 cm/s | (Ug, sup =32.81 cm/s
(cm/s) P =15.27 MPa) P =5.27 MPa) P = 3.65 MPa)

U, (SBCM) 78.27 56.94 105.35

Uy, (DBSM) 74.11 46.73 97.79

Uy (DBSM) 85.05 65.91 121.38

Vh',am =iy, 57.06 39.19 74.83

{Wilkinson et al., 1992)
“V,,,,am =, 163.50 116.70 195.50
(Krishna and Ellenberger,
1995)

Vh',me =i, 31.97 20.46 50.73
(Krishna, 2000")

Vy mar = i, 20.10 20.10 20.32

(Wilkinson ez al., 1992)
2 Vs sman =14, ol 20.44 20.44 20.70
(Krishna and Ellenberger,
1995)

Vi oman = g 32.07 32.07 33.91

(Krishna, 2000")

? Does not satisfy overall gas phase continuity
6.5.3. Comparison of Simulation Results with Experimental Data

For comparison of the simulation results with experimental tracer responses,
detector level 7 has been chosen in this study. The reason for choosing this elevation is

that it is the farthest from the tracer injection location (in the gas distributor) and
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therefore the probability of the model assumptions holding true is the greatest. Since the

intensity counts measured by a scintillation counter are a complex function of the photon
interaction with matter and the detector solid angle, it is not straight-forward to relate the
intensity counts to tracer concentration. Moreover, Ar*', which was used as the gas tracer,
has a finite solubility in the slurry mixture and thus its residence time is prolonged by
dissolution in the liquid. Therefore, when comparing the simulated results with
experimental data at a given axial level, in addition to the contribution of the gaseous
tracer at that axial level towards the total scintillation counts registered by the presumably
well-collimated scintillation detectors placed at that axial level, one must also include the
contribution of the dissolved tracer in the slurry phase at that axial level. Therefore, the
total tracer concentration at a given axial location needs to be calculated by summing the
tracer concentrations in the gas and the liquid after appropriately weighting them by their
respective holdups. Figure 6-6 shows the relative placement of the scintillation detectors
with respect to the reactor insulation in one axial plane that was used during the
experimentation at La Porte. The figure also shows the various zones into which the
reactor cross-section is compartmentalized for modeling purposes. Based on the
compartmentalization depicted in Figure 6-6, Equation 6-99a is derived for calculating
the total tracer concentration from simulation results at each time instant, which when
normalized with its maximum, provides a basis for comparison with normalized

experimental data.

£, leo,x) (r ‘)+ £ Cerl, (1 -7 )

— 2 — 2
+e,,C“|(l'x)(r )+£,2C,2|(u)(1—r )

o 12 (6-99a)
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(t.x) )

(1 —r" )+ Zi Cralon (1 - r'z)
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However, the relationship of radiation counts registered by the detectors in an axial plane

is not linearly proportional to the tracer concentration in that plane but a complex non-
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linear function of the tracer distribution and attenuation (described by the Beer-Lambert’s

law) in the reactor cross-section. Therefore, the use of Equation 6-99a for comparison

with experimental data needs to be further verified.

Up-flow of Gas
and Liquid

Down-flow of Gas

Up-flow of Gas and Down- and Liquid

Flow of Liquid

Detector

Lead Shiclding

Reactor Wall
Reactor Insulation

® - - -- -

Path along which a perfectly collimated detector receives radiation

Figure 6-6. Schematic representation of the AFDU reactor cross-section along with

scintillation detectors and their lead shielding.

The simplest account of radiation attenuation can be accomplished if one assumes perfect
collimation of the detectors. This assumption implies that a detector only receives
radiation from the central chord of the reactor cross-section. Thus, the total tracer
concentration, at a radial location along the central reactor chord in the axial plane of the

detectors at a given elevation, is first integrated along the radial path (») through the
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column center to yield the representative radioactive tracer response at the elevation of

the detector plane (Equation 6-99b).

~

De/2 D¢ /2
Croa ‘(,_x) = Ky I C o |(,,x,,) exp(— J.,U'rma/ I(;) ar )d"

~DeJ2

C

where C, C

(6-99b)

otal l(/,x,r) = 8&'

and /‘l'l'()lll/ |(';) = /’lg gg ( ) + l[llg/l(';)

F

In the above equation, Ky, is a constant that accounts for radiation attenuation due to
reactor wall and insulation. The value of this constant is immaterial since it disappears
when the response calculated by Equation (6-99b) is normalized with its maximum.
However, it could be calculated if required, provided the thickness of the reactor wall and
insulation are known. C, and C; in the above equation are the tracer concentration of the
gas and liquid phases respectively of that reactor compartment to which the radial
location () belongs. The comparison of normalized tracer responses calculated from
Equations (6-99a) and (6-99b) has been presented later in this section.

In real world applications, the size of detector collimation is limited due to
practical constraints implying that a detector receives radiation from its entire field of
view, which results in broadening of the measured tracer responses, as shown in the
following example in Figure 6-7. Consequently, for accurate comparison of simulation
results with experimental data it becomes essential that the contributions of each reactor
location towards the registered scintillation counts be considered. This could theoretically
be accomplished using the Monte Carlo methodology presented in Chapters 4 and 5 by
treating each point in the reactor domain as a point radioactive source and then summing
the counts registered by a detector from all points in the reactor. In a multi-detector setup
monitoring transient tracer concentrations, such a calculation at each time step would also
warrant a precise description of the collimation dimensions and placement with respect to
the reactor walls. In addition, all details regarding reactor walls and internals in the field
of view would also be needed. Therefore, for practical tracer-data interpretation, this

would not be the recommended approach. However, it should be realized that in the
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absence of this calculation, the measured tracer responses will be broader than the

simulated ones which do not reflect the concurrent contributions from the rest of the
reactor. It should also be emphasized that the broadening effects would predominantly
originate from the instantaneous axial distribution of the radioactive tracer and minimally
from the radial tracer distribution. This can be seen from Figure 6-7 that shows the effect
of broadening of a tracer response for an assumed idealized plug flow situation simulated
using the Monte Carlo method presented earlier in Chapter 4. Although there is no radial
distribution of tracer concentration in an idealized plug flow, the spread in tracer response
is still evident. This is indicative of the fact that the origin of this broadening effect is the
presence of the radioactive tracer at axial locations other than the axial plane of the
detector. Thus, whether one uses Equation (6-99a) or (6-99b), it would not be possible to
account for the spread in the normalized detector response. For situations where radial
distribution of tracer concentration exists, the use of Equation (6-99b) would only
account for a negligible portion of the spread in the measured response. This is shown
later while comparing normalized responses evaluated using Equations (6-99a & 6-99b).
For ease of calculating the broadening effect in Figure 6-7, the detector geometry
has been approximated as shown in Figure 6-7a. From Figure 6-7b, one can clearly see
the effect of non-ideal collimation on the broadening of tracer response. It should be also
kept in mind that for a cross-sectionally uniform distribution of radioactivity,
approximately 90% of the intensity counts measured by a detector originate from
radioactivity near the wall. This is due to the solid angle and detector efficiency effects as
presented in Chapter 4. For a sample calculation of the relative contribution to the total
counts from various locations in a cross-section, the reader is referred to Degaleesan
(1997). It should be mentioned that the broadening of a tracer response as presented in
Figure 6-7 represents the upper bound on the broadening effect since the flow is assumed
to be an idealized plug flow. When the flow becomes increasingly mixed, the distribution
in the tracer concentration diminishes resulting in lesser and lesser broadening. In the
theoretical limit of a perfectly mixed flow, this would lead to a zero broadening effect

when the transient response measured by a detector is normalized with its maximum.
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Note: Lead shield is flush with column insulation.
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Figure 6-7. Monte Carlo simulation to demonstrate the broadening of tracer response.
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As mentioned above, the response-broadening effect can only be minimized but

cannot be eliminated in practical measurement systems unless one is closed to perfectly
mixed conditions. Unfortunately, such calculations are prohibitively expensive and
require detailed specification of reactor geometry, internals, collimators and detectors.
Thus, for the purposes of this study, the normalized tracer concentrations, calculated from
Equations (6-99a & 6-99b), have been used to compare with experimental data. The total
tracer concentrations, computed by the solution of the model equations, are subsequently
normalized by their maximum for comparison with experimental data, which is also
normalized with respect to its maximum. The normalized experimental tracer response
curves are themselves obtained by averaging the intensity counts registered by the four
detectors at the axial plane corresponding to the detector-level of interest. Possible
differences among the responses of the four detectors at a given axial level are discussed
in Chapter 7. Since the gas, as well as the entrained liquid, moves in a spiraling motion as
the gas rises up the column after its introduction at the sparger, radial mixing of the tracer
is rapid. The extent of this radial mixing is reflected in the responses observed by the four
individual detectors at a given location. For the gas tracer experiments presented in this
study, the differences in the normalized responses of the four detectors at level seven are
within 5% of each other for majority of the tracer response, and tend to grow for the tail
portion of the curves. This should not be surprising since the signal to noise ratio
becomes poor for low intensity counts that are recorded by the detectors both when the
tracer is approaching the detector plane as well as it leaves it.

A couple of important points need to be made before one starts comparison of the
cumulative experimental and simulated tracer responses. First, since the various detectors
used in the study are monitoring radiation inside the reactor where strong recirculatory
flows are known exist, the measured cumulative response even at “Level 7” cannot be
probed to estimate the mean residence time of the gas phase and verify it against the
overall mean residence time calculated based on the superficial gas velocity, column
length and the mean overall gas holdup. Secondly, for a finite solubility of the gas tracer,

the measured responses as well as those estimated from Equations 6-99a and 6-99b
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represent not only the transport of the tracer by the gas, but also but the liquid/slurry

phase. Therefore, for majority of the simulation results presented in the subsequent
sections, it would be far-fetched to speculate whether the simulation results satisfy mass
balances. To ascertain the satisfaction of mass balance, the gas mixing model code
computes the mass of tracer injected as well as that exiting the reactor. From a multitude
of code-verification tests, it has been confirmed that for significantly long times after

tracer injection, the total tracer mass input is equal to the total tracer mass output.

6.5.3.1. Predictions from Single Bubble Class Model (SBCM)

Figure 6-8 shows the predicted liquid (slurry) and gas phase recirculation rates
obtained from the mixing lengths of Joshi (1980) and Kumar et al. (1994) for the
operating conditions of Run 14.6. On the other hand, Figures 6-9a and 6-9b exhibit the
comparison of the normalized tracer responses experimental and simulated, obtained
using the mixing lengths of Joshi (1980) and Kumar ef al. (1994), respectively. Several
values of the Henry's constant (representing the solubility of Argon*! in the slurry) were
used to simulate the tracer responses due to the anticipated high sensitivity of the model
predictions to this parameter. The Henry's constant in this study is dimensionless and is
defined as the ratio of the Argon molar concentrations in the liquid and gas phase when
the two phases are in equilibrium. The thermodynamically estimated value of the Henry's
constant under the given operating conditions for Run 14.6 and 14.7 is about 0.17 while it
is about 0.12 for Run 14.8. It should be kept in mind that the reactor is operated under
high-pressure conditions where the Henry’s constant defined above is dependent not only
on temperature but also on pressure. For more information, the reader is referred to a
basic thermodynamic text (Sandler, 1989). Thus, it is not surprising that the value of the
Henry's constant changed for Run 14.8 since the operating pressure was significantly
lower. The Henry's constant values were provided by Air Products and Chemicals, Inc.
and were estimated using their internal thermodynamic estimation procedures. The

estimation procedures involve the assumption about the structure and mean molecular
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weight of the slurry mixture; and could deviate from the true value by £25% to £50%.

Therefore, one needs to examine the effect of this parameter on the simulation and the
results disclosed in Figure 6-9a,b indicate high sensitivity. The sensitivity to other
parameters like the turbulent eddy diffusivities and volumes of the inlet and exit CSTs is

relatively insignificant as compared to the sensitivity with respect to the Henry's constant.
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From Figures 6-9a and 6-9b one can see that the parameters estimated using the

mixing length profile of Kumar ef al. (1994) provide slightly better agreement with the
measured tracer responses than those based on the mixing length of Joshi (1980).
Particularly for higher values of H (0.21, 0.3) and using the mixing length of Kumar ef al.
(1994), one gets a much closer match of the simulated tracer response with experimental
data as compared to that with the mixing length of Joshi (1980). This could possibly be
explained based on the results shown in Figure 6-4 where the mixing length of Kumar et
al. (1994) is shown to provide better predictions of the liquid recirculation profiles as
compared to the mixing length of Joshi (1980). In the absence of any obvious advantage
in using the mixing length by Joshi and considering the fact that Kumar’s mixing length
incorporates a wide spectrum of published data on liquid recirculation, only the mixing
length of Kumar et al. (1994) has been used for all subsequent simulations except
when comparing the effect of the different mixing lengths proposed by Kumar on the

computed tracer responses.
6.5.3.2. Effect of Bubble Size on Mass Transfer Coefficients

It should be noted that a constant bubble size has been used for estimating the
"k." and "a" in the model equations of the SBCM, which is rarely the case in a real
system. Therefore, the effect of a bubble-size distribution on these parameters was
investigated using a lognormal distribution with prescribed average bubble-diameter (pL4p)
and standard deviation (og4,) While holding the gas holdup constant at 0.4. Assuming
spherical bubbles, the number of bubbles (n,) was estimated from the above three
quantities. For each bubble diameter (dy), a corresponding rise velocity (u,) was
calculated using the drag formulation of Tomiyama et al. (1995). Based on the bubble
diameter and the corresponding rise velocity, the mass transfer coefficient (k.) and
specific interfacial area (a) were calculated based on the concepts outlined in Section 6.4
(Figure 6-10 shows a sample calculation). It was found from these calculations that the

volumetric mass transfer coefficient calculated based on average bubble-size and an
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average slip-velocity, estimated using this average bubble-diameter, provided the upper

bound for (kpa)a, as compared to (kLa)per computed from the bubble-size and slip-
velocity distributions (Refer to Table 6-7). Moreover, as long as the normalized standard
deviation for the chosen bubble size distribution remained within 0.1 (for the two mean
bubble sizes investigated viz. 0.2 cm and 0.5 cm), this difference was within 10-20%.
Therefore, for the high pressure conditions encountered in industrial applications where
the bubble sizes are generally in the range from 1-5 mm, the assumption of a constant

bubble size for calculation of mass transfer effects is reasonable.

Table 6-7. Effect of bubble size distribution on volumetric mass transfer coefficient.

Hab (cm) Gdv/Hdb € Kia.par () Kia,ave (s") | % Deviation
0.20 0.10 0.40 4.15 4.12 0.67
0.20 0.25 0.40 4.11 4.12 0.29
0.20 0.50 0.40 4,01 4.12 2.69
0.20 1.00 0.40 3.77 4.12 9.13
0.50 0.10 0.40 1.02 1.23 20.80
0.50 0.25 0.40 1.00 1.23 23.34
0.50 0.50 0.40 0.93 1.23 32.82
0.50 1.00 0.40 0.69 1.23 78.43

Lognormal Distribution; Mean diameter=0.5; Stdev to mean ratio=1
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Figure 6-10. Sample calculations of mass transfer parameters for assumed bubble size

distribution.
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It should be noted that in general an increase in the volumetric mass transfer

coefficient results in an increase in the width of the measured tracer response and a
reduction of the tail portion of the tracer curve. However, for very high values of the mass
transfer coefficient, the spread in the tracer curve around its maximum as well as the tail
effect are both reduced. This is illustrated later when comparing the effect of mass

transfer coefficients on the predicted tracer responses.
6.5.4. Comparison of Predictions from SBCM and DBSM

In this section, the effect of the assumed radial distribution of bubble sizes on
predicted gas recirculation rates is explained by comparing the results obtained by the
SBCM and DBSM. The parameters reported in Table 6-2 and Table 6-3 are used with
Kspi.Lp assumed to be 1.0 s (de Swart, 1996). The effect of using SBCM vs. DBSM on
the predictions of experimental tracer data acquired during the AFDU operation under the
three operating conditions listed in Table 6-1 is also shown. Figure 6-11 exhibits the
radial profiles of the axial time-averaged liquid/slurry and gas velocity profiles computed
from the hydrodynamic sub-model for the three operating conditions listed in Table 6-1.
Clearly, the computed gas velocity profile is not significantly affected by the nature of the
radial distribution of the mean effective bubble-diameter. It is noteworthy that the slip
velocity between the gas and slurry phase could be as high as 50-60 cm/s in the column
center depending on the superficial gas velocity.

Figures 6-12 to 6-18 present the comparison of the normalized experimental
tracer response curves with simulated responses computed from the two models
discussed above. The purpose of this comparative study is to evaluate the effect of some
of the important model parameters as well as to compare the two models in their ability to
predict tracer responses. The effects of some of the other input parameters to the gas-
liquid recirculation model on the simulated tracer responses are discussed in the next
section (Section 6.5.5). From Figure 6-12, one can see that the effect of the axial

dimension of the distributor and disengagement CSTs on the simulated tracer responses
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is small for both SBCM as well as DBSM. This result is similar to that of Degaleesan et

al. (1996 for liquid mixing studies in both laboratory as well as pilot-scale columns.
Therefore, for all subsequent simulations (Figure 6-13 to 6-15), the height of these
regions was set equal to one column diameter. Most importantly, it is evident that both
models SBCM and DBSM predict very well the peak of the observed regime in Figure 6-

12 for Run 14.6 but the experimental curve is broader for reasons discussed earlier.
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Figure 6-11. Liquid and gas radial velocity profiles for the three different operating

conditions.

As was mentioned previously, the important parameter affecting the spread of the
gas-phase tracer-response curves are the Henry's constant (which affects the mean
residence time) and the volumetric mass transfer coefficients (which affects the tail
portion of the curve). Degaleesan et al. (1996%) also showed that the tracer response
curves simulated using the ADM were also very sensitive to these two parameters,
however, no consistent trend was found in their estimated values. Figure 6-13 presents
the comparison of the simulated and experimental responses for a few values of the
Henry's constant. For all the computed results, the mass transfer coefficients and
interfacial areas are those reported in Tables 6-2 and 6-3. From the figure, it can be seen
that for both SBCM as well as DBSM, Henry's constant can significantly affect the peak
arrival time except for Run 14.8 where the effect of the Henry’s constant is manifested in
the tail portion of the curves. In general, a larger value of the Henry's constant implies
that the tracer stays longer in the liquid (slurry) phase resulting in a prolonged residence

time.
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From the figure above, it can be seen that for Runs 14.6 and 14.7, the simulated

tracer curves assuming the thermodynamically estimated value of the Henry's constant



204
(H* = 0.17) result in a good match of the calculated peak arrival times with experimental

values and under-estimation of the spreads in the calculated tracer response curves. For
Run 14.8 the agreement of calculated and predicted values based on estimated H* is not
that good. It should be re-emphasized here that the measured tracer responses are a result
of radiation measurement, which may lead to additional broadening of the tracer
responses as discussed earlier depending on the state of mixing prevalent in the reactor.
One of the reasons for the poorer predictability of Run 14.8 could arise from the very
high superficial gas velocity employed for this experiment. At these high velocities, few
drag correlations have been conclusively shown to be reliable in their application to
bubble column flows and consequently, the sub-model may be over-predicting the gas
phase velocities. This in turn results in smaller values of peak arrival times than the
experimentally observed values. Additionally, the high gas phase velocities also imply a
larger bubble size that in turn leads to low volumetric mass transfer coefficients. This is
evident from Table 6-5 where the value of kja is on the lower end of the spectrum
predicted by various literature correlations. Thus, because of the low kia values
computed for Run 14.8, one sees the long tails in the computed tracer responses.

Given that the volumetric mass transfer coefficient for Run 14.8 may be under
predicted due to the large bubble sizes computed by the sub-models, it was considered
important to evaluate the effect of this parameter on the simulated responses for the
conditions of Run 14.8. Figure 6-14 shows the comparison of the simulated responses
with varying kja values for three different values of the Henry’s constant for two detector
levels using SBCM. From the figure, it can be seen that as the volumetric mass transfer
coefficient increases, the peak of the response curve shifts to larger times. Coupled with
an increasing Henry’s constant, the tracer response curves get broader with increasing kia
values. In fact for kia of 0.2 s' and H=0.3, the agreement between the simulated
responses and the experimental one is nearly perfect. As mentioned earlier, the shift in
peak simulated response as well as the overall broadening of the simulated responses
with increasing kja should not be mistaken for inaccuracies in computations since the

computed response is a cumulative result of the tracer in the various gas and slurry zones.
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Figures 6-15 to 6-17 examine the effect of the bubble interaction parameter K

(=Kg3_,5) on the responses simulated by the Distributed Bubble Size Model for Runs

14.6, 14.7 and 14.8 respectively with K = 0 implying no bubble-bubble interaction. It can
be seen from the figures that the bubble-bubble interactions have a significant effect on
the tracer curve in absence of bubble-bubble interaction (K=0.0 i.e., for non-interacting
small and large bubble phases) especially in the absence of mass transfer. Moreover,
there is no noticeable difference in the predicted responses when the interaction
parameter is non-zero. In other words, when K is equal to 0.1 57,055  or 1.0 s all the

computed tracer responses collapse into one irrespective of the value of the Henry’s

constant.
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Figure 6-16. Effect of the bubble-interaction parameter in DBSM (Kgp,.15) on the
simulated gas-tracer responses for Run 14.7 (a)-(b) H=0; (c)-(d) H=H*.

From Figure 6-16, one can see that when the Argon solubility is zero, the large
and small bubble phases have independent dynamics in the absence of bubble-bubble
interaction. This is clearly seen from the two peaks in the response curves in Figure 6-
16a,b. However, in the presence of the gas solubility the two bubble phases interact with
each other indirectly when K=0. However, the dynamics of that interaction occurs at a
time-scale that masks the bubble-bubble interaction effects. This is evident from Figure
6-16¢,d where there is virtually no differences in the responses simulated using the four
different values of the bubble interaction parameter. Interestingly for Run 14.8, the
existence of a finite solubility of the tracer does not result in a complete masking of the

bubble interaction effects. On the contrary, for the thermodynamic value of the Henry’s
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constant and K equal to zero, the agreement between simulations and experiments is very

good at detector level 7. This unfortunately is not the case at other detector levels as can
be seen from Figure 6-17c. Thus, it is not possible to identify a clear trend in the effect of

the bubble interaction parameter on the simulated responses.
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Figure 6-17. Effect of the bubble-interaction parameter in DBSM (Ksp;..5) on the
simulated gas-tracer responses for Run 14.8 (a)-(b) H=0; (c)-(d) H=H*.

When analyzing the above results, it should also be kept in mind that the average
speeds at which the "small" and "large" bubbles travel do not differ by more than 30-45
cm/s as computed from the current parameter-estimation procedure. It is possible that the
velocities of the "small" and "large" bubbles may differ much more than assumed here, if

computed using literature correlations (Krishna, 2000"). In that case, the bubble-bubble



209
interaction parameter might have a more pronounced effect on the simulated tracer

responses. However, as mentioned earlier, such correlations for bubble rise velocities are
developed without consideration of the inherent recirculatory nature of the flow, and may
not provide good estimates for the bubble velocities.

The assumption of the existence of two-bubble classes is also evaluated. Figure 6-
18 presents the result of such comparison, where the simulated responses have been

computed using K, _,,=1.0 s™'. One can see from the figure that the two models do not

exhibit any significant differences as far as comparison with tracer response data is
concerned. This result is not too surprising as the "small" and "large" bubble phase
equations for the DBSM when added together result in the equation describing the
dynamics of the up-flowing gas in the SBCM. Therefore, one does not really need to
make the assumptions about the bi-disperse bubble size distribution to characterize the
gas-phase dynamics, as long as a reasonably accurate description of the recirculation in

the gas and liquid phases is incorporated into the reactor model.
6.5.5. Parametric Sensitivity Analysis

Figures 6-19 to 6-22 show the effect of a few input and processing parameters on
the computed gas tracer responses. The effect of the radial eddy-diffusion coefficient on
the peak and spread of the tracer response can be seen from Figure 6-19. From the figure,
it appears that the effect of D,, is minimal on the simulated responses for Run 14.8, while
it is most pronounced for Run 14.7. For Run 14.6, the effect is noticeable but not as
pronounced as Run 14.7. This trend is possibly due to the degree of recirculatory mixing
that is the highest for Run 14.8, then next for Run 14.6 and the lowest for Run 14.7 given

the superficial gas velocities at each of the operating conditions.
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Figure 6-18. Comparison of tracer responses simulated using SBCM and DBSM with

experimental data.

(a)-(b) Run 14.6; (c)-(d) Run 14.7; (¢)-(d) Run 14.8.
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Based on the above figure, it appears that a lower value of D,, causes the tracer

response to arrive earlier as well as to broaden the tracer response curve. Figure 6-20
shows the effect of accounting for radiation attenuation on the computed responses. It can
be seen from the figure that the effect of radiation attenuation is negligible, primarily due
to the symmetric introduction of the tracer at the sparger. This also points to the high
degree of uniformity in the radial distribution of the tracer which is not usually seen in
point injections o tracer inside the reactor (refer to liquid/catalyst tracer exopeiments in
Chapter 7).

Figure 6-21 shows the dependence of the simulated tracer response curves on the
assumed gas holdup profile. Given the constraints of the cross-sectional and chordal
averaged gas holdups from DP and NDG measurements of gas holdup distribution, the
exponent “m” in the profile could only be increased to a maximum of 2.25 so as to yield a
non-negative radial gas holdup profile. Degaleesan (1997) has recommended a value of 2
for the exponent “m” for all the three runs conducted in this study. Therefore, these two
were the obvious choice for parametric evaluation. Additionally, the correlation of Wu et
al. (2001) suggested that the exponent “m” is in the range 1.2-1.6 pertinent to the
operating conditions of the three runs. Thus, an additional value of m=1.5 was included
in the parametric evaluation of the effect of gas holdup on the simulated responses.

From the above figure, it can be inferred that the gas holdup profile has a
negligible effect on the simulated tracer responses for Run 14.7 for both SBCM as well as
DBSM. For Run 14.8, the effect of the gas holdup profile is also minimal, with higher
values of the exponent “m” leading to slightly greater broadening of the tail portion of the
responses. This is particularly so for DBSM than for SBCM. Run 14.6 by far exhibits the
most pronounced effect of the gas holdup profile on the shape of the tracer response
curve. For an exponent of 1.5, the computed responses are both narrower as well as arrive
earlier than the experimental ones. On the other hand, m=2.25 results in an excellent
agreement of the peak arrival time of the experimental and simulated responses. From
these results, it is clear that there are no clear trends as to a preferred value of the

exponent in the gas holdup profile. However, based on previous success of Degaleesan
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(1997) in simulating liquid tracer responses, a value of 2.0 for the exponent has been used

for most of the simulated responses presented in this study.
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Figure 6-20. Comparison of the effect of radiation attenuation on the simulated tracer

responses with experimental data. (a)-(c) SBCM  (d)-(f) DBSM.
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Figure 6-22. Comparison of the effect of radial mixing length profile on the simulated

tracer responses with experimental data. (a)-(c) SBCM

(d)-(f) DBSM.
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Figure 6-22 presents the effect of the mixing length profile on the simulated gas

tracer responses. The three mixing length profiles are those from Kumar (1994) who
compiled the information on the liquid recirculation velocities and turbulent shear
stresses in bubble column flows from the open literature to propose three different mixing
lengths. While ML-1 was proposed for bubbly flow situations, ML-2 was that for
transition regime and ML-3 for the churn-turbulent regime. For a discussion on these
profiles, the reader is referred to Kumar (1994). As with the gas holdup profile, the
mixing length profile seems to have negligible effect on the simulated responses for Run
14.7while its effect on simulated responses for Run 14.6 is marginal and is evident only
in the decaying portion of the computed responses. On the other hand, the mixing length
profile (ML-1) seems to stretch the computed responses for Run 14.8 and make them
broader to bring them closer to the experimental response. The reason for this behavior is
that when using ML-1, the computed bubble size that satisfies gas continuity is smaller
leading to higher mass transfer coefficients. In general, ML-1 leads to the smallest bubble
size, followed by ML-3 with ML-2 resulting in the largest mean bubble size. Since ML-1
is supposed to be representative of the bubbly flow, the computation of a smaller bubble
size with its use is logical. However, ML-2 resulting in the largest mean bubble size most
likely points to the difficulties associated with reliably defining the transitions regime and
subsequently characterizing its hydrodynamics.

Altogether, this indicates that input parameters to the gas-liquid recirculation
model have a finite effect on the computed tracer responses. Some parameters like the
radial eddy diffusivity affect the tracer responses directly while other like the gas holdup
and mixing length profiles affect the computed responses indirectly through computed
recirculation, bubble sizes and subsequently mass transfer coefficients. Since there are no
obvious choices for these parameters, it is recommended that in a design or an analysis
situation, a systematic study of the parametric sensitivity of simulation results be

conducted whenever possible.
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6.6. Issues Related to Bubble Size Distribution

The radial distribution of the mean bubble size assumed for the DBSM although
justifiable in view of the observed radial gas holdup profile, needs more investigation
regarding its effect on the prediction of gas-phase recirculation, average diameters of the
two bubble classes and overall gas phase mixing. Substitution of the expressions for the
radial gas-holdup and bubble-size distributions (Equations 6-55 and 6-71) into the bubble
number density function given by Equation 6-94, one gets

_ 4§g(m+2) 1
n, (E_,)— Ttmdél'u, (I—C&_,m)

(6-100)

The above equation implies that the bubble number density increases from the column
center to the wall. Arguably, this can be justified by claiming that there are many more
bubbles by the walls due to presence of very fine bubbles than in the center. However, it
may also be argued, since gas holdup is larger in the column center along with the mean
bubble size the bubble number density is also at its maximum in the center. In order to
provide some flexibility and study the effect between these extreme assumptions, the
assumed radial distribution of mean bubble diameter is modified and parametrically

represented as

dh(§)=db.max (I'CE.»M)7 (6-101)

With this new distribution, the bubble number-density function now becomes

B (6-102)

From Equation 6-102, it can be seen clearly that if j is equal to 2, then the bubble number
density is constant across the column cross-section. For any value of j greater than 2, the
bubble number density decreases from the column center towards the wall, while for j

less than 2, the contrary happens. To examine the hypothesis that a larger gas holdup in
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the column center, where the mean bubble size is larger, implies that there are more

bubbles present at the center, the parametric study of j has been restricted to values of j
greater than 2. Of course, as the value of j gets larger and larger, the radial variation of the
mean bubble size gets flatter and flatter.

With the bubble number density function forced to be larger in the column center
than near the column walls, one is guaranteed that the mean bubble number density in the

outer region, 7; ., computed from Equation 6-96, is less than the mean bubble number
density in the core, 7; -, computed from Equation 6-97. As mentioned earlier, “small”

bubble holdups in the “core” and “annulus” regions are assumed equal in DBSM, i.e.,

€, =€,,. In the methodology presented earlier, this just implies that equality

g, sn gé, sp =, s g(i,slr holds but all four quantities - 7, ¢, 7 g g(i,,Sb‘ and EGI.SB
could be and are different as can be seen from Table 6-4. However, if we impose as
another assumption the equality of “small” bubble holdup in the core and the annulus also
implies an equality of the average mean bubble diameters as well as the average “small”
bubble number densities, then the average bubble number density and size of the “large”

bubbles in the core can be readily calculated as

- ng,, Where ng =n; (assumption ) (6-103)

n("l‘l‘ﬂ - nGI..\'IMI.Il

3 n(;l SB+ LB g(;l SB+ LI - n(;l S J(il i 5 7 .
d, = |—- ot LR where d; =d, (assumption) (6-104)

G Y Gy sy Y
Gin

Based on this new prescription for evaluating the bubble size parameters of the
Distributed-Bubble Size Model, the effect of the parameter ; on the predicted gas phase
recirculation and gas phase tracer response was studied for the operating conditions of
Run 14.6 presented in Table 6-1. Figure 6-23 shows the effect of this parameter on the

(1543
J

simulation results, which clearly indicates that the choice of the parameter “j” doesn’t
have any significant effect on the predicted gas phase recirculation. Consequently, there

is negligible difference in the predicted DBSM parameters, which translates into
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negligible differences in simulated tracer responses. A recommended range of values of

66393

7”7 is 2.1-2.5 for purposes of simulating gas phase mixing characteristics using DBSM

mostly from the point of view of the numerical ease of solution of the model equations.

RUN_14.6 ——j=2.01
150 =-j=210
—e-j=250

100 —&—j=4.00

Axial Gas Velocity, cm/s
(4]
(=]

0 L _
0:0 0.2 0
50
A00 e e S
Dimensionless Radius, x = riR
(a)
10 Level 7

H*=0.17

Ksgr.Lg=1.0s"

0.4

Normalized Response

e
X)

0 20 40 60 80 100
Time (Sec.)
(b)

Figure 6-23. Effect of the parameter “j” on the DBSM predictions

a) Gas phase recirculation b) Simulated tracer responses
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It is interesting to note the non-dependence of the gas recirculation profiles on the

66299

parameter “j”. This might be surprising at first sight, however due to the lower bound
provided by the radial liquid velocity profile and the upper bound provided by the
continuity of the gas phase, the computed maximum bubble size (dymax) adjusts itself to
accommodate changes in the parameter “j”. This doesn’t lead to identical bubble size
distributions, but the resulting differences in the computed sizes and slip velocity at each
radial location are insignificant compared to the magnitude of the respective quantities.
Once a nearly identical velocity profile is calculated, most of the model parameters are
identical also, which subsequently leads to nearly identical gas tracer responses.

This implies that a consistent prescription of the hydrodynamic inputs to the
reactor model should result in reasonable predictions, and provides fundamentally based
criteria for design and scale-up. It is also clear that mass transfer plays a significant role
in governing the soluble gas tracer distribution when one compares the simulation results

for H = 0, and non-zero H with the experimental response.

6.7. Final Remarks

In this study, a self-consistent hydrodynamic sub-model has been developed from
the two-fluid model equations describing two-phase flow in the Euler-Euler framework.
The one-dimensional solution of the model equations provides predictions of the levels of
liquid and gas recirculation when a suitable closure for turbulence (like the mixing length
formulation of Kumar ef al., 1994) is used in the model equations. The hydrodynamic
sub-model has been integrated into a four-zone (SBCM) and five-zone (DBSM)
mechanistic reactor models describing the distribution, generation and consumption of
the reactant species. Comparison of the results from the mechanistic models with
experimental gas tracer data indicates a reasonable agreement between the two, provided
a correct estimate for the solubility of the gaseous component in the liquid (slurry) is
available. When radial gas holdup profiles are known or can be estimated reasonably

well, the integrated predictive capabilities of the gas-liquid recirculation sub-model and
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the mechanistic reactor model do not suffer from the empiricism of the Axial Dispersion

Model, and therefore, provide a fundamentally based methodology for design, synthesis,
analysis and scale-up of bubble column reactors.

The comparison of the simulation results indicates that in its current prescription,
the DBSM does not present significant benefits over the SBCM. The DBSM does have
an additional bubble-bubble interaction parameter between the two-bubble classes, which
has an effect on the gas-phase tracer responses primarily in the absence of gas-liquid
mass transfer, i.e., for non-soluble gases and for no bubble-bubble interactions. Since it is
known that the bubbles flow highly interactively in a churn-turbulent bubble column, it is
rather unphysical that no bubble interaction should provide better agreement between
simulations and data. Krishna (2000") and his coworkers have extensively referred to the
existence of two bubble classes in churn-turbulent bubble columns. However, as with
DBSM, there exist many uncertainties in their model for predicting the parameters for the
two bubble classes. In trying to use a more fundamental approach to predicting the
parameters of the two-bubble class model, additional assumptions (some of them not
based on any theory) had to be made to arrive at the DBSM formulation. This
unfortunately does not land much credibility to the two-bubble class model (DBSM).
Therefore, the DBSM use in the future should only be sought once a better physical basis
for estimating these parameters has been established.

In summary, this study presents the virtues and current limitations of the 1-D
momentum-balance based reactor model. The developed model is self-consistent but
needs experimental input (gas holdup profile) and does not always accurately predict
independent experimental observations. In this regard, the model needs to be further
examined and refined once a better understanding of some of the underlying physics is
further understood. Upon further model refinement to improve its predictive capabilities,
reaction kinetics could be incorporated into the model equations to provide rational tools
for scale-up and prediction of reactor performance.

Several opportunities exist for further exploration in the framework of the reactor

models and parameter estimation therein. Some of these are presented below:-
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A systematic analysis of the effect of drag formulation and its interaction with

the radial gas holdup and mixing length profiles on the computed gas and
liquid phase recirculation should establish the identity of suitable drag
correlation for scale reactors.

Starting with the hypothesis of the existence of “large” and “small” bubble
phases, separate momentum equations could be derived for each bubble phase.
This would introduce additional bubble-phase momentum exchange terms in
the balance equations that would need to be independently prescribed. For
these purposes, sub-models can be sought from the bubble coalescence and
break-up theories (Prince and Blanch, 1990; L