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Chapter 5

Characterization of Errors in CARPT through Experiments 

The data obtained from the CARPT technique are susceptible to three broad classes of errors. These are 1) errors in reconstructing the trajectories from detector signals, 2) errors in estimating the Eulerian information from the reconstructed trajectories, and 3) errors due to tracer particle not following the flow faithfully. The errors of type (1) result from the inaccuracy of the tracer position reconstruction algorithm or could be due to a phenomenon called the “dynamic bias”. The two different errors of type (1) have been discussed and quantified experimentally in this chapter. 

5.1 Evaluation of Tracer Position Reconstruction Strategies 

5.1.1 Introduction

Calibration experiments originally performed in the high pressure stainless steel bubble column reactor in air revealed a considerable spread, exceeding that encountered previously in plexiglass columns, in the calibration curve. Hence, reconstructing the known calibration points, using the existing reconstruction algorithm, resulted in considerable error. To improve the reconstruction accuracy a two pronged approach is adopted: i) a new tracer reconstruction procedure, which does not use the spline fit/weighted regression technique, is sought, and ii) a new tracer data acquisition strategy, which helps in containing the spread in the calibration curve is considered. This new data acquisition protocol has been successfully implemented in identifying the unknown tracer locations in a stainless steel reactor.

5.1.2 Background

The first step in a CARPT experiment is to obtain a calibration map of the count registered by each detector for several hundred known locations of the tracer. A typical calibration curve obtained in a plexiglass column is shown below in Figure 5-1.
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Figure 5-1. Calibration Map Obtained in a Plexiglass Stirred Tank Reactor

From Figure 5-1 it is clear that for a fixed distance between detector and the radioactive tracer a unique mean count is registered by that detector. It is this existence of a unique mean count which allows us to use this radioactive technique for reconstructing the tracer location. It must be mentioned that when a particle is placed in front of a detector at a given distance, the instantaneous counts received by the detector follows a random distribution which is best characterized by a Poisson distribution. This variation in the instantaneous counts is due to several factors like quantum nature of the emission of photons by radioactive decay of unstable Sc46, unstable dispersed phase holdup 

fluctuations and tracer particle location during the sampling interval (dynamic bias). These differences in the instantaneous counts, and the errors introduced by it, are analyzed in greater detail in Section 5.2.2 (refer to Figure 5 –24). It must be emphasized here that in reconstructing the tracer position while in motion, the instantaneous counts are used which then can be expected to be associated with a distribution of distances. But the error associated with this is minimized by ensuring that the tracer particle either has a high radioactive strength or by setting a low threshold for the detector. This ensures that a large number of photons is collected by the detector and the associated normalized standard deviation scales inversely with the number of counts collected by the detector. Hence this uncertainty in counts results in uncertainties in distance of the order ~0.1 cm.

Referring to the calibration plot of detector 1, Figure 5-1 suggests that if detector#1 registers 3000 counts then the tracer particle is 10.0 cm (+/- 0.5 cm) from detector#1. Hence, this calibration curve can be expected to provide an accurate reconstruction of the distance of the tracer from each detector which can then be used to obtain the exact tracer co-ordinates by solving a system of linear equations (Devanathan, 1991). However, when calibration experiments were performed in air in a stainless steel column the calibration curve obtained looked very different as shown in Figure5-2. With a curve of this form the conventional approach of generating a spline of the form:
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    (5-1)

where d10 is the tracer distance from detector 10 and C10 is the count recorded at detector 10, will not work well, for if we feed a count of C10 =100 to equation (5.1) then the predicted distance d10 is 36 cm while Figure5-2 suggests that the distance of the tracer from detector 10, d10, can be anywhere between 30-42 cm. This clearly indicates that the spline based approach to fitting the count vs distance data of Figure5-2 would result in considerable error in estimating the distances accurately. Further, it has been observed that even small errors in the reconstructed distances (~1-2mm) can get amplified considerably when solving for the exact tracer co-ordinates using the weighted least-squares regression technique (Devanathan,1991).

[image: image17.wmf]0

100

200

300

400

500

600

700

5

10

15

20

25

30

35

counts

Distance in cm

Sample calibration map for detector#1 acquired in STR with SS shield


Figure 5-2. Calibration Map Obtained in the Stainless Steel Reactor
Hence, for systems where the calibration curve is like Figure5-2 the existing approach cannot be used to reconstruct even the known calibration points as illustrated clearly by Figure5-3. Figure5-3 shows a comparison between the actual calibration points shown by the blue points (3528 in all, corresponding to 49 points per axial plane and around 72 axial planes) and the reconstructed points (the red dots). Ideally the red dots should have fallen right on top of the blue dots (implying exact reconstruction of calibration points). The spread of the red dots around each blue dot corresponds to the reconstructed location at each axial plane. This illustrates that the existing spline based reconstruction approach cannot be used to reconstruct even the known calibration points.
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Figure 5-3. Reconstruction of 3528 Known Calibration Points

As expected the errors in reconstructing other tracer locations are larger as shown below in Figure5-4. Hence, the problem was identified to be the use of the existing spline based reconstruction approach for systems whose calibration curve looks like that shown in Figure5-2 and the further amplification of this error by the use of the existing weighted least squares regression technique in identifying the exact tracer co-ordinates (x,y,z).

To remedy this situation a two pronged solution approach has been adopted. In one, the spline based reconstruction approach and the weighted least squares regression technique are replaced by different approaches, and in the second a new data acquisition strategy is outlined which confines the spread in the calibration curve allowing the usage of the 

existing reconstruction algorithms. Both are expected to provide better reconstructions of both the calibration as well as the unknown test points. 
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Figure 5-4. Reconstruction of Unknown Test Points Located at (r = 0 cm,  = 0o, z = 5.13 cm)
5.1.3 Results and Discussion:

5.1.3.1 A Look-up Table Approach:

Larachi et al. (1994) used a two - step approach to reconstruct the unknown tracer position. In the first step they use the calibration data spread on a coarse grid (implying smaller number of calibration data, say a few hundreds as against 3528) to generate the system constants like: detector dead times (d), detector gains (R) and attenuation coefficients of the medium (l, g, etc.). They use these constants in a model which then generates an estimate of the counts for any particular position of the tracer with respect to a detector given by:
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 (5-2)

where T is the sampling period(sec),  is number of gamma ray photons emitted per disintegration of Sc46 ( =2),  is the photopeak efficiency and  (function of distance of tracer from detector) is the total intrinsic detection efficiency of the detector (Tsoulfanidis, 1983). The notations used are exactly the same as in Larachi et al. (1994). This model is then used to generate a finer grid of calibration data which is then stored in the form of a lookup table. This is schematically outlined below in Figure5-5:
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Figure 5-5. Generation of a Fine Grid of Calibration Data Either by Monte Carlo Simulations or through Experiments
This first step of Larachi et al. (1994) is redundant when calibration experiments have been performed on a dense grid like in the stainless steel reactor (3528 points). Hence the calibration data can be organized into a lookup table as shown below in Table 5-1:

Table 5-1. Calibration Information Organized as a Lookup Table

	X
	Y
	Z
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8

	0
	0
	0
	39
	42
	12
	37
	45
	89
	12
	5

	0
	0.2
	0
	--
	---
	---
	---
	---
	---
	---
	

	..
	..
	
	
	
	
	
	
	
	
	


The lookup table stores the co-ordinates of each calibration point and the corresponding time averaged count registered by each detector. To reconstruct an unknown tracer location a quantity 2 is computed at each node via equation (5.3):
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    (5-3)

where j is the jth calibration node, Ci is the count (calibration) registered by the ith detector for the tracer at the jth node (obtained from the lookup table), Mi is the count measured by the ith detector when the particle is kept at an unknown location and i2=Ci. This 2 is computed for all the known calibration points (i.e j=1-3528). The node which minimizes 2 is identified as the node closest to the unknown point. The time averaged counts corresponding to the known calibration points in the stainless steel column were then fed into this algorithm. This approach was found to yield perfect reconstruction of the calibration points as shown below in Figure 5-6. While this new algorithm, which does not use the spline fitting technique, clearly does an excellent job of reconstructing the known calibration points, its performance in reconstructing the unknown tracer location has to be evaluated. Exact reconstruction is possible (as seen from Figure5-6) provided the unknown point lies on the calibration nodes. But if the unknown point lies in between the nodes then the algorithm in its existing form cannot be expected to do a good job unless the calibration grid is extremely fine (x,y,z~0.05-0.1mm). Hence, a second iteration has to be performed to identify the exact location of the unknown point. This is done by following the ideas outlined in Larachi et al. (1994). They generate a fine grid around the closest node identified in the first iteration as shown below in Figure5-7.
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Figure 5-6. Reconstruction of 3528 Known Calibration Points
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Figure 5-7. Generate a Fine Mesh Around Closest Node
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The new grid can be generated by an approximate formula given below:

Where rref is the distance between detector and the closest node and r is the distance between detector and the new node. The information corresponding to the new grid is organized as a lookup table similar to Table 5-1. The same criterion of 2 is then used to identify the exact location of the unknown test location. Equation (5.4) permits the evaluation of the contribution of the detector response time (d), attenuation coefficient of the medium and attenuation coefficient of the stainless steel wall (R). Three different approximations of (5.4) were used to evaluate various contributions to total counts. The first model (M1) ignored the attenuation coefficients and the detector dead times (i.e. R and d were set to zero) and the second model (M2) accounts for the wall attenutation and the detector dead times. The ability of models M1 and M2 to reconstruct ten unknown test points is tabulated below. The ability of models is quantified in terms of a standard deviation, minimum (Emin) and maximum (Emax) relative errors in estimating the radial and axial co-ordinates.

Table 5-2(a). Reconstruction Accuracy using Model M1
	S.N.
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	1
	.64
	.31
	-.65
	1.14
	-.07
	.87

	2
	.78
	.20
	-.78
	1.38
	-.07
	.57

	3
	.74
	.40
	-1.19
	1.32
	-.77
	.67

	4
	.72
	.21
	-.54
	1.26
	-.27
	.47

	5
	.56
	.16
	-.62
	.91
	-.17
	.37

	6
	.57
	.18
	-.72
	.85
	-.07
	.47

	7
	.60
	.26
	-.50
	1.05
	-.17
	.67

	8
	.66
	.18
	-.64
	1.02
	-.27
	.47

	9
	.77
	.25
	-.84
	1.4
	-.17
	.47

	10
	.57
	.18
	-.77
	1.07
	
	.27


From Table 5-2(a) and 5-2(b) it is clear that the model which accounts for the attenuation coefficient of the column wall does a better job than model M1 (which ignores R). 

Calculations revealed that attenuation caused by the presence of the stainless steel column wall was sometimes as high as that encountered by a photon beam traveling ten 

times the distance in water (i.e.ss=10water). Also a comparison of the errors in reconstruction using M3 are seen to be much lower than the mean errors seen in Figure 5-4. Thus, it can be concluded that the new reconstruction approach yields a definite improvement in reconstruction of both the calibration points as well as the unknown tracer locations.

Table 5-2(b). Reconstruction Accuracy using Model M2
	S.N.
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	1
	.55
	.20
	-.70
	1.31
	-.57
	.17

	2
	.67
	.06
	-.77
	1.12
	-.07
	.07

	3
	.77
	.31
	-1.13
	1.14
	-.37
	.77

	4
	.66
	.09
	-.56
	1.06
	-.07
	.17

	5
	.61
	.11
	-.30
	1.25
	-.17
	.27

	6
	.69
	.06
	-.56
	1.25
	-.07
	.07

	7
	.59
	.12
	-.35
	1.22
	-.07
	.27

	8
	.59
	.18
	-.18
	1.23
	-.07
	.47

	9
	.60
	.20
	-.42
	1.15
	-.07
	.47

	10
	.61
	.18
	-.40
	1.13
	-.27
	0.27


5.1.3.2 Full Monte Carlo Approach:

The above comparisons between the two different models M1 and M2  suggested that modeling the ‘physics’ of the different phenomenon may improve the reconstruction accuracy. Hence, a full Monte Carlo model was developed where the first step is similar to Larachi et al. (1994), i.e. a Monte Carlo simulation is done to generate a calibration like data on a finer grid (refer to Figure5-5). However, a full Monte Carlo simulation with the stainless steel column calibration data revealed that Monte Carlo simulations do often predict counts which are higher than the measured counts, as shown below in Figure 5-8.

This seemed to indicate that the presence of “Stainless Steel” wall may be causing the phenomenon of build-up to occur (Tsoulfanidis, 1983). Build- up is the phenomenon of 

registering counts coming directly from the source as well as the scattered photons.Under these conditions the Beer – Lambert like expression for attenuation in intensity of counts must be corrected by a premultiplicative factor called the “Build-up factor”. The equation used to generate a Monte Carlo estimate of the count does not account for the phenomenon of build-up which might explain the observed over-prediction in counts. Hence, a Monte Carlo simulation done with data containing the full energy spectrum will need to account for the phenomenon of build-up which is a non-trivial matter.
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Figure 5-8. Comparison between Measured and Simulated Counts

The presence of build-up was confirmed by comparing the spectrum measured with and without stainless steel wall (Figures 5.9a and 5.9b). Some preliminary attempts were made to model the phenomenon of build-up by developing an iterative neural network 

based algorithm. The iterative scheme was not robust and did not yield converged results for the build-up function.

[image: image25.wmf]Parity plot of Simulated vs Measured Counts 

for all Detectors

0

100

200

300

400

500

600

700

0

100

200

300

400

500

600

700

C

measured

C

simulated


Figure 5-9a. Photo Energy Spectrum Obtained in a Plexi-Glass Column
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Figure 5-9b. Photo Energy Spectrum Obtained in a Stainless Steel Reactor

Therefore, this approach was not further pursued. The only way to avoid modeling build-up is to constrain the detectors to acquire only the photopeak fraction of the photon energy spectrum, i.e. in Figure5-9a and 5-9b if the detectors can be constrained to collect 

only those photons with energy greater than 600mv then one can be certain that the data will not be corrupted by the build-up phenomenon. Some preliminary Monte Carlo simulations were done by acquiring data with a threshold of 560mV to register only the photopeak fraction. Monte Carlo simulations were done with 1,000 photon histories. A fine grid of calibration data was generated using Monte Carlo simulations. The parity plots of the simulated vs measured counts for the new data set are shown below in Figure 5-10 and indicate that the simulated counts compare very well with the measured counts.

[image: image27.emf]-10 -8 -6 -4 -2 0 2 4 6 8 10

0

2

4

6

8

10

12

14

16

18

20

r in cm

z in cm

Reconstruction of Known Calibration Points in S.S. 

column at Qg=5.2 Scfh, 35 psig, Rpm=400


Figure 5-10. Comparison between Measured and Simulated Counts

In Sections 5.1.3.1 and 5.1.3.2 two new reconstruction approaches have been outlined, both of which are based on modeling the physics of the photon emission phenomenon. Both these approaches seem to give a reasonably good reconstruction of the tracer location. The second approach 5.1.3.2 also suggests that the phenomenon of build-up, due to the presence of stainless steel column walls, might be the cause of the large spread in the calibration curve (refer to Figure5-2). This suggestion led us to explore a new data acquisition strategy as outlined below.

5.1.3.3. A New Data Acquisition Strategy:

From the above analysis it is clear that the earlier data acquisition strategy of setting a low threshold does not really work well for the stainless steel reactors. This is mainly due to the fact that a large fraction of the collected photons come from the scattered photons and not the photopeak photons (refer to Figure 5-9(b)). The presence of a large fraction of scattered or ‘Compton’ photons causes the instantaneous counts to be distributed in a random manner which does not follow the Poisson distribution. The normalized standard deviation for this new distribution does not necessarily scale inversely with the number of counts, this implies that, it does not really help to set a low threshold for the data collection. Hence, the new data-acquisition strategy is based on the assumption that the observed scatter in the calibration curve is caused by build-up at the stainless steel column wall. Through Figures 5.9a and 5.9b we also established that presence of build-up affects only the Compton scattering portion of the energy spectrum and not the photopeak fraction of the spectrum. Therefore, the new data acquisition strategy is to acquire only the photopeak fraction of the energy spectrum and then examine the appearance of the calibration curve. These calibration experiments were performed in a stainless steel column (O.D.= 10.4 in (26.4 cm) and thickness = 0.24 in (0.6 cm)) sorrounding an 8.5 in (21.6 cm) stirred tank reactor with the impeller rotating at 400 rpm (corresponding to tip speed of Vtip=1.4 m/s) with gas being sparged at 10.0 Scfh. The resulting calibration curve is shown below in Figure 5-11. The above calibration curve suggests that acquiring only the photopeak fraction of the energy spectrum results in a calibration curve which is 

very similar to the calibration curve obtained in plexiglass column (refer to Figure5-1) with the only difference being the gradient of the calibration curve which depends on the attenuation coefficient of the intervening media. In stainless steel columns the gradient of 

the calibration curves are steeper than those in plexiglass column due to the higher attenuation coefficient of the stainless steel column wall.
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Figure 5-11. Calibration Curve Obtained in S.S. Column by Acquiring Photopeak Fraction Alone
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 The above calibration curve suggests that with this new data acquisition strategy particle reconstruction should be reasonably accurate with the existing spline/weighted least squares regression approach. Hence, the time averaged counts registered by each detector corresponding to the known calibration points were fed to the existing spline based reconstruction approach. The details of reconstructing the 396 known calibration points is shown below in Figures 5-12. The figure suggest that the existing spline based approach can reconstruct the known calibration points faithfully except for the calibration points 

near the bottom, top and walls of the column. The reconstruction is definitely much better than seen earlier (Figure5.3). In the figure the blue circles represent the known calibration points while the red dots represent the reconstructed point. Further, the spline based approach was used for reconstructing 36 test locations (corresponding to 3 radial locations 3.8, 5.7 and 9.5 cm, =0-360o, z=0-20 cm, =30o and z=2.0cm).
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Figure 5-12. Reconstruction of 396 Known Calibration Points Projected Onto an r-z Plane 
The details of reconstructing a set of 12 test points corresponding to one axial plane are shown below in Figure5-13.
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Figure 5-13. Details of Reconstructing 12 Test Points (r = 7.2 cm, = 15o-345o, z = 5.0 cm) from 3072 Instantaneous Samples Acquired at 50 Hz

Hence, the variances were computed around the reconstructed radial location. This, r ,is of the order of 4.0 mm which is comparable to r reported by Larachi et al. (1994) of 2.5-3.0 mm when they acquired data at 33 Hz. They have also shown that the radial variance and the axial variance decrease with a decrease in sampling frequency and increase with an increase in sampling frequency. This result from Larachi et. al.’s work (1994) is reproduced below in Figure 5-14. It has to be mentioned, however, that while the variation in Figure 5-14 was obtained with 8 detectors the current study used 16 detectors. But Larachi et al.’s (1994) experiments were done in a plexiglass column while the current experiments were done in a stainless steel column. Further Larachi et al.’s column diameter was 4 inches while the current set-up is 10.4 inches in diameter.
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Figure 5-14. Variation in r and z with the Sampling Frequency

Given all these differences, the radial r obtained in the current study seems reasonable. The accuracy in reconstructing all the 36 test locations are summarized below in the form of Table 5-3.

Table 5-3 suggests that both the estimate of the mean radial location as well as the mean axial location are biased. The radial estimate is always negatively biased while the axial estimate is positively biased in the center of the column but towards the top is negatively biased. The r and z are all comparable and are between 4.0-4.5 mm. These numbers are comparable to similar values reported by Larachi et al. (1994). On the face of it the z (4.0-4.5 mm) from the current study may seem to be better than those of Larachi et. al. 

(9.5 –11.0 mm). But it must be kept in mind that Larachi et al.’s study used only 8 detectors while in current study 16 detectors were used.
[image: image35.wmf]Table 5-3. Summary of Reconstruction Accuracy of 36 Test Locations (1 Radial Location, 3 Axial Locations and 12 Angular Locations)
In order to analyze the effect of detector configuration and number of detectors the above analysis was repeated for two different detector configurations. In the first detector configuration only 8 detectors were used as shown below in Figure 5-15: The accuracy in reconstructing the 36 test points after hiding 8 detectors is reported below in Table 5-4. 

[image: image36.wmf]Table 5-4. Summary of Reconstruction Accuracy of 36 Test Locations (1 Radial Location, 3 Axial Locations and 12 Angular Locations) After Hiding 8 Detectors


Figure 5-15.  Analyze Effect of Detector Configuration on Reconstruction Accuracy

Table 5-4 suggests that by hiding 8 detectors the error in the estimate of the mean axial location has gone up. The r and z have also gone up with r(8)/r(16)~1.75 and z(8)/z(16)~3.0. The z , which appears to be large (11-14 mm), is comparable to the values reported by Larachi et. al. with 8 detectors. Hence, Table 5-4 suggests that the number of detectors used for reconstruction definitely affects the reconstruction accuracy. This was also seen to be the case when only 4 detectors were used for reconstruction. These results have been summarized below in the Figures 5.16a and 5.16b respectively. Figure 5-16a suggests that the bias in the radial estimate is not affected much by the number of detectors used for reconstruction, while the bias in the axial estimate goes down with the increase in the number of detectors (4.0 mm to 0.5 mm).

Figure 5-16b suggests that z is comparable to r for large number of detectors, and z and r progressively increase as the number of detectors decreases. The rate at which z increases is higher than the rate at which r increases.

Figure 5-16a. Variation of Radial and Axial Bias with Number of Detectors used for Reconstruction

Figure 5-16b. Variation of r and z with Number of Detectors used for Reconstruction

This suggests that the error boundaries associated with the particle position reconstruction change from a sphere (when N is large) to an ellipsoid (when N is small). To generalize these results one would need to look at the variation of r and z with detector density (defined as ND/(Active volume of interest in reactor)). The above analysis suggests that with the new data acquisition strategy even the existing spline based/weighted regression technique can be used to obtain reasonably good estimates of the tracer location in the stainless steel column. 

5.1.4 Conclusions

In this section we have shown that depending on the material of construction of the reactor wall (or internals) different reconstruction strategies can introduce very little to considerable errors in identifying the particle location. In the presence of dense walls it has been shown that the use of a physics based model (like the Monte Carlo model developed by Larachi et. al., 1994) is likely to give better results than the conventional spline based algorithm. But the use of this algorithm in two-phase flow situations requires experimental inputs of the dispersed phase holdup distributions. Hence, an alternative is to use the new data acquisition strategy proposed in this section which allows us to continue using the conventional spline based approach by collecting only the photopeak photons. Hence, the data which we report in chapter 7 has been collected using this new data acquisition strategy. In the following section 5.2 we introduce the concept of ‘dynamic bias’ and quantify the errors introduced by it both experimentally as well as numerically.

5.2 CARPT Dynamic Bias Studies: Evaluation of Accuracy of Position and Velocity Measurements

5.2.1 Introduction 

In this section the accuracy of the velocity measurements obtained from CARPT as a function of the sampling frequency is evaluated. For the purpose of illustration, CARPT 

experiments have been performed in a stirred tank by placing the radioactive tracer particle at the impeller tip. Particle trajectory information was obtained over a range of rotational speeds (60-800 rpm corresponding to Impeller tip speeds ranging from 21 cm/s to 2.80 m/s) at different sampling frequencies (ranging from 10-200 Hz). From the trajectory information the particle velocities were obtained by multiplying the difference in two subsequent positions with the sampling frequency and assigning the velocity vector to the midpoint of that cell. For each rpm, plots of reconstructed velocity vs. sampling frequency were made. These enable us to establish the proper de-biasing procedures by selecting the appropriate data sampling rate for a particular velocity. A 

Monte-Carlo based model has been developed, which permits an a priori evaluation of the extent of dynamic bias, thus providing guidance in setting the appropriate data sampling rate for different velocities. This study is expected to be of considerable use when implementing the CARPT technique in industrial systems where such detailed experimental analysis of technique’s accuracy will be both cumbersome and time consuming.

5.2.2 The Dynamic Bias Issue

In the CARPT technique two kinds of measurements are performed. The first kind called ‘static measurement’ is performed for calibrating the data acquisition process. During calibration the radioactive tracer is placed at several hundred known locations and the NaI (TI) scintillation detectors register a certain number of sample counts (typically 256 samples acquired @50 Hz). A calibration map for each detector is then generated by plotting the mean of these 256 samples at each point against the distance of that point from that detector. A typical calibration curve is shown below in Figure 5-17. Once the calibration map has been generated for each detector then the ‘dynamic measurement’ is performed by introducing the tracer particle into the flow field whose fluid dynamics is to be characterized. As the tracer starts moving with the fluid, the photons emitted by the radioactive tracer are registered by each detector for  seconds (corresponding to a data acquisition rate of 
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Figure5-12a: Reconstruction of 396 known calibration points projected onto a horizontal plane
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