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SEVER INSTITUTE OF TECHNOLOGY

DEPARTMENT OF CHEMICAL ENGINEERING

ABSTRACT

QUANTIFICATION OF TWO-PHASE FLOW IN LIQUID-SOLID RISERS
by Shantanu Roy

ADVISORS: Professor M. P. Dudukovié and Professor M. H. Al-Dahhan

December 2000
Saint Louis, Missouri, USA

This study focuses on the fluid dynamics in the riser of liquid-solid circulating
fluidized bed reactors. Liquid-solid circulating fluidized beds are used for reactions that
utilize a liquid phase reactant and a highly active solid catalyst, and yield products in the
liquid phase. A common feature of these processes is that the solid catalyst deactivates
quickly, and needs to be continuously and rapidly recirculated between the principal
reactor vessel (the riser) and the catalyst regenerator. Liquid and solids flow cocurrently
upwards in the riser, at high fluxes and under highly turbulent conditions. The complex
fluid dynamics thus generated is key in determining the performance of the riser as a
chemical reactor.

In this work, liquid-solid fluid dynamics has been investigated in a 6 in. (15 cm)
“cold-flow” circulating fluidized bed riser using non-invasive flow monitoring methods.
A protocol has been developed to measure the solids circulation rate non-invasively, so
that the exact operating conditions (solids fluxes) for a closed loop circulation system

could be determined. The experimental study examines nine operating conditions, i.e.



three liquid superficial velocities and three solids flow rates. Gamma ray Computed
Tomography (CT) has been used to measure the time-averaged cross-sectional solids
volume fraction distributions at several elevations. The time-averaged mean and
“fluctuating” solids velocity fields have been quantified using the Computer Automated
Radioactive Particle Tracking (CARPT) technique. Analysis of the time-series of tracer
particle position and velocity data yielded solids dispersion coefficients, overall residence
time and circulation time distributions, trajectory length and return length distributions,
macromixing indices, Hurst exponents, Pox diagrams and other parameters that quantify
the transient nature of the solids flow in the riser. Overall liquid backmixing has been
assessed by the examination of the liquid residence time distribution obtained via
conductivity measurements.

A two-fluid model coupled with kinetic theory of granular solids has been used to
predict the overall flow pattern of liquid and solids in the riser. The predictions from a
two-dimensional axisymmetric simulation for solids radial volume fraction and axial
velocity distribution in the fully developed section of the riser have been found to
compare favorably with the experimental data. The overall backmixing in the individual
phases has been simulated. A three-dimensional simulation, using the same fundamental
model, was performed for assessment of the transient flow behavior. Three-dimensional
simulations lead to an even closer agreement of model predictions for the time-averaged
quantities with experimental data, indicating the importance of the 3D characterization of
the flow.

Finally, as part of the global objective of improving the CARPT technique, a
novel method of estimating the resolution and sensitivity of the CARPT technique from
theoretical considerations has been proposed. The methodology can be used for an «
priori assessment of the optimal detector arrangement in any general system of interest in

which CARPT needs to be implemented.
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Nomenclature

Chapter 2

ap projected area of particle, m’

Co drag coefficient, -

dp particle diameter, m

g acceleration due to gravity, m s>

Ly length of bed at minimum fluidization, m

n Richardson-Zaki exponent

P pressure, N m™>

Re, Reynolds number based on particle diameter, -

Stk » Stokes number, -

ug fluid velocity, m st

Umb minimum bubbling velocity, m s™

Umf minimum fluidization velocity, ms ™

Ustip particle-fluid slip velocity, m s

i solids (particle) velocity, m st

U, terminal velocity of solid particles, m s™

Vi volume of fluidized bed, m?

Vs volume of fluidized bed under minimum fluidization, m’
Greek Symbols:

e bed voidage (= 1.0 — solids holdup), -

€mf void fraction at minimum fluidization, -

U viscosity of fluid, kg m's!

or fluid density, kg m™

Ps solids density, kg m>
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Chapter 3

a

A

Cob

c

O
Qs

<Qs>

constant defined by equation (3-6b) and (3-6¢), -
area of cross section, m>
constant defined by equation (3-6d), -

constant in equation (3-21), -

drag coefficient, -

tracer concentration, mol m™

particle diameter, m

tube diameter, m

coefficient of restitution, -

residence time distribution function, s™
F-factor in ANOVA analysis, -
acceleration due to gravity, m s

Bessel function of first kind of order zero, -
effective transmission length seen by beam of radiation
(equation (3-9)) between source and detector, m

length between centers of detectors used in eductor
calibration, m

constant in equation (3-21), -

constant representing convexity of a velocity profile
(equation (3-7)), - ;

Richardson-Zaki exponent (equation (3-2)), -

pressure, N m™

volumetric liquid flow rate, m’s™

instantaneous volumetric solids flow rate, m’s™

3

time-averaged volumetric solids flow rate, m st

radial position, m
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dimensionless radial distance from tube wall (equation (3-
6a)), -

radius of tube/vessel, m

Reynolds number based on particle diameter, -

voltage response of conductivity probes (equation (3-15)),
mV

solids-to-liquid flow ratio, -

Laplace transform variable in equation (3-17), st
variable of integration (length) in equation (3-19), m
(residence) time, s

mean particle residence time in standpipe, s

corrected (infinite fluid) terminal velocity of particles
(equation (3-2)), m s™!

terminal velocity (infinite fluid) of solid particles, m st
terminal velocity (hindered seitling) of solid particles, m s™
liquid superficial velocity, m s

velocity of particles before collision (equation 3-14)), m st
velocity of particles after collision (equation 3-14)), m st
solids (particle) velocity in eductor, m st

deviation in solids velocity from mean, m !

cross-sectionally averaged solids velocity in standpipe, m st

volume of particles (equation 3-14)), m’

velocity of particles after collision (equation 3-14)), m st
spatial coordinate, m

spatial coordinate, m

spatial coordinate, m
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Greek Symbols:

£ bed voidage (= 1.0 — solids holdup), -
& bed voidage (= 1.0 — solids holdup) in bulk region of a
packed bed (equation (3-6¢)), -
& solids volume fraction (holdup), -
g’ deviation in solids volume fraction (holdup) from mean, -
£, cross-sectionally averaged solids holdup in standpipe, -
¢ ratio of solids flow rate to liquid flow rate, -
1y viscosity of fluid, kg m™ s™
Hegr effective total attenuation coefficient, m™
Pefr effective mixture density, kg m>
or fluid density, kg m™
Pu P2 density of particles (equation 3-14)), kg m’
& variance of RTD, s>
op’ dimensionless variance of RTD, s°
oA standard deviation in cross-sectional average solids holdup, -
T residence time (variable of integration), s
Chapter 4
dp particle diameter, m
D diffusivity, m*s™
E@® residence time distribution function, s™
g acceleration due to gravity, m s
H Hurst exponent, -
[ index for radial compartment, - ;

index for trajectory
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KE

hN

I

Z

NG, j, k)
Nlraj

O
O

<Q>

~

Re,

R(.)

index for azimuthal compartment, -

index for axial compartment;

index for £* moment (equation (4-19))

kinetic energy per unit volume of solids, N m™
trajectory length, m

length between centers of detectors used in eductor
calibration, m

constant in equation (4-5), -

macromixing index, -

number of steps in time series, -

number of independent trajectories contributing to dispersion
phenomena (equation 4-24)), -

number of occurrences in compartment indexed by (i, J, k), -
number of trajectories tracked, -

characteristic variable (e.g. position) in equation (4-26)
index for coordinate (r, 8 or z), -

volumetric liquid flow rate, m’s™

instantaneous volumetric solids flow rate, m>s™
time-averaged volumetric solids flow rate, m’s™

radial coordinate, m

radial compartment dimension, m

radius of tube/vessel, m

Reynolds number based on particle diameter, -

range of a time series:

- position, m

- velocity, m st

autocorrelation coefficient, -

standard deviation of a time series:

- position, m

- velocity, m !
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S/L

t
Taim(D)
U,

SIS

Greek Symbols:

oy, O

&

£

Sa

Ky

solids-to-liquid flow ratio, -

time, s

number of azimuthal locations for a given r-location (i), -
liquid superficial velocity, m s™

ensemble-mean liquid interstitial velocity, m s™

radial component of solids (particle) velocity, m s

q" component of ensemble-averaged solids velocity, m st
q" component of rms solids velocity, m s

q" component of fluctuating solids velocity, m s™
azimuthal component of solids (particle) velocity, m st
axial component of solids (particle) velocity, ms™
centerline axial solids (particle) velocity (equation (4-5)), m
sl

mean axial velocity of tracer particle in the " trajectory, ms’
1

spatial coordinate, m

“sum of steps” of random variable £

spatial coordinate, m

axial coordinate, m

instantaneous position of tracer particle in dispersion cloud
(equation (4-24), m

axial compartment dimension, m

constants in equation (4-5), m s
solids volume fraction (holdup), -
cross-sectionally averaged solids holdup in standpipe, -

viscosity of fluid, kg m™ s
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Hic k™ moment of trajectory length distribution, m" ;

™ moment of residence time distribution, sk

Pr fluid density, kg m™

e azimuthal coordinate, radian

A8 azimuthal compartment dimension, radian

o variance of RTD, s>

oF variance of trajectory length distribution, s

op° dimensionless variance of RTD, s>

T time-period between successive data points in time-series

(R/S analysis), s ;
lag-time in diffusing cloud of particles (equation (4-25)), s

T lag-time (variable of integration), s
(73 Lagrangian integral time scale, s
Tys “turbulent” stress due to cross-correlation of g and s

components of velocity, N m™

& random time series variable
Chapter §
Ba Bagnold number, -
C concentration of simulated tracer, mol m™
Cp drag coefficient, -
Cu constant in k-£€ model, -
dp particle diameter, m
f(}’ t) p.d.f. of flow realizations, -
€ss coefficient of restitution between solid particles, -
€sw coefficient of restitution between solid particles and wall, -
g acceleration due to gravity, m s
8oss solids radial distribution function, -
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3]

kinetic energy per unit mass of solids, m’s™

kinetic energy of turbulence per unit mass of liquid, m’ s>
coefficient of granular conductivity, kg m™ s™
momentum exchange coefficient, kg m’s”

length scale of turbulent kinetic energy dissipation, m
length scale of averaging (for volume average), m
number of times realization 77 occurs, -

number of flow “realizations”, -

pressure, N m~

solids pressure, N m™

granular kinetic energy flux, kg s

radial coordinate, m

radius of riser, m

Reynolds number based on particle diameter, -
separation between particles (Figure 5-2), -
solids-to-liquid flow ratio, -

time, s

time scale of turbulent kinetic energy dissipation, s
time period of averaging (for time average), s
velocity vector of phase &k, m s!

liquid superficial velocity, m s

radial component of solids (particle) velocity, m !
g™ component of ensemble-averaged solids velocity, m s
spatial coordinate, m

position vector, m

spatial coordinate, m

axial coordinate, m

XXX



Greek Symbols:

a,
Yes
€k

Ef

¢5f

phase-k indicator function (equation (5-5)), -

collisional dissipation term (equation (5-16)), kg m's?

volume fraction (holdup) of phase k (equation (5-6)), -

turbulent kinetic energy dissipation rate, m’ s>

term modeling solids energy dissipation by correlations
between solids and liquid velocity fluctuations, kg m' s
index on realizations, -

flow variable, such as volume fraction, velocity, scalar
concentration, temperature etc.

ensemble average of ¢

time-average of ¢

volume-average of ¢

constant in equation (5-29b), -
parameter related to solids holdup, given by equation (5-
12a), -

solids viscosity, kg m's!

molecular viscosity of fluid, kgm™ s
turbulent viscosity of fluid, kg m™ s™
fluid density, kg m™

solids density, kg m>

azimuthal coordinate, radian

granular temperature, m? s~
dimensionless variance of RTD, s°

. . el
stress in solids, N m™

“turbulent” stress due to cross-correlation of g and s
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Subscripts:

Appendix A

aop, A5, Az, A3z

components of velocity, N m>

projection subscript
fluid
phase index

maximum

solids

constants in polynomial expansion of detector attenuation
coefficient in terms of photon energies (Avignone and
Jeffreys, 1981), -

source strength, Ci

photon counts acduired in time 7, -

penetration length in detector crystal, m

diameter of detector crystal, m

energy of photon, J (MeV)

probability of photon absorption, -

elevation of tracer particle above detector disk, m
intensity of radiation at source, W m?>

intensity of radiation at detector, W m™

length of intervening medium (between source and detector)
traversed by the j* photon, m

length of detector crystal, m

energy density function of photons, J TMevh

unit vector directed along the photon trajectory (from source
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Greek Symbols:

a

€abs

€inc

Hp

to detector), m
total number of photon trajectories tracked, -

radius vector, m

magnitude of radius vector, m

resolution function (equation A-9), m

sensitivity function (equation A-10), % m™

total sensitivity due to assembly of detectors, % m™
time period of acquisition, s

spatial coordinate, m

spatial coordinate, m

spatial coordinate, m

angle “in plane” of detector disk (Figures A-6 and A-7),
radian;

angle formed by line connecting tracer particle and detector
center, and the x-axis, radian

angle formed by line connecting tracer particle and detector
center, and the y-axis, radian

angle formed by line connecting tracer particle and detector
center, and the z-axis, radian

absolute efficiency of detector (equation A-1), -
intrinsic efficiency of detector (equation A-1), -

photopeak fraction, - ;
angle of plane rotation (Figure A-11), radian
total attenuation coefficient, m™

total attenuation coefficient of detector crystal, m
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s total attenuation coefficient “seen” by the j™ photon

trajectory,
m™

v number of photons emitted per radioactive disintegration of
isotope, -

T solid angle (variable of integration), steradian

o(.) resolution function (equation A-9), m

Oy uncertainty (variance) in the mean tracer particle position

“seen” by a detector for a given position of the tracer

particle, m
or(.) resolution of total assembly of detectors, m
Q solid angle, steradian

dead time of detector, s
angle in osculating plane formed by source and detector

curved surface (Figures A-6 and A-7), radian

aX .) overall weighting function (equation A-6), -

£(.) weighting function in each sampled direction (equation A-6),
Subscripts:

1 detector subscript

] index for photon trajectory in Monte-Carlo simulation

cri critical

max maximum

min minimum

D detector

w wall
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Appendix B

d; mean number of photons emitted at source in time Aty,

contributing to projection i, -

fley 2 spatial p.d.f. of densities (density distribution), kg m®

EC.) expectation function, -

X ©) density function in complete data set X, -

g(Y, ©) density function in incomplete data set Y, -

h(X) function that maps the complete data set X to incomplete
datasetY

H(.) function defined by equation (B-9) used for maximization in
the E-M algorithm

Ip intensity of radiation at source, W m™

I intensity of radiation at detectors, W m™

I; set of pixels contributing to projection i,-

J; set of projections to which pixel j contributes, -

I(x, y) equation of a line on x-y plane, -

Ly length of projection ¢ that intersects pixel j, m

m total number of pixels in the i projection

m(t, 6) parametric representation of a projection, -

M;; expected number of photons belonging to projection i

entering pixel j, -
N expected number of photons belonging to projection ¢

leaving pixel j, -

pC.) probability measure
s length dimension (variable of integration), m
t perpendicular distance of a line from origin (used in

parametric representation of a line of projection), m

At; length of time over which the i projection is collected, s
i g proj
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X “complete” data set

x spatial coordinate, m

Y “incomplete” (measured) data set

y spatial coordinate, m

z spatial coordinate, m

20 “fixed” z-coordinate, m
Greek Symbols:

o source intensity of projection i, W m™

Y expectation defined by equation (B-15)

€ material volume fraction (holdup), -

o(.) (two-dimensional) Dirac delta function, -

u coefficient of linear attenuation, kg™ m’

Y7, total attenuation coefficient, m™

y effective total attenuation coefficient, m™

U attenuation coefficient for pixel j, m"

p material density, kg m>

vector of parameters to be estimated by E-M algorithm, -
2] angle that the normal to a line makes with the x-axis (used in
parametric representation of a line of projection), radians

Subscripts:

i projection subscript

J pixel subscript

k index used for summation

1 liquid

s solid
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Superscripts:

n

iteration number
pixel subscript
liquid

solid
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Chapter 1

Introduction

Multiphase reactors are very common in the process industry and are used in a
broad range of application areas. They are employed in the manufacture of a large variety
of intermediate and consumer end products (e.g. Ramachandran and Chaudhari, 1984;
Mills et al., 1992; Weissermel and Arpe, 1993). Historically, the principal motivation for
implementing and improving multiphase reactor technology in the process industry has
been the discovery and development of new and improved solid catalysts, which typically
need to be contacted with gas or liquid phases having one or more primary reactants.
Following the development of a suitable catalyst of interest, conventional chemical
engineering practice was to subsequently choose a reactor configuration based on
familiarity, heuristic experience collected over many years, and simple idealized reactor
models. Scale-up of the process would then be effected through a series of mock-up and
pilot plant experiments wherein the impetus would be to ascertain how the overall
performance indicators of the process (such as conversion of reactants, selectivity and
yield of desired products, and energy efficiency of the process) scales with change in
reactor dimensions and operating conditions. In such a protocol, however, the lack of
basic understanding of the transport-kinetic interactions on the micro-scale and their
influence on macro-scale reactor phenomena often lead to poor and somewhat
unpredictable industrial performance. Process inefficiencies of this kind are normally
overlooked in situations in which the final product is so valuable (such as pharmaceutical
products and specialty chemicals) that product sales more than compensate for the losses
incurred because of relatively poor design and operation. In a highly competitive world
market, however, and particularly for industries and processes in which the production
rates are high and price per unit of final product is relatively low (such as bulk inorganic
chemicals, downstream products from crude distillation, etc.), it is imperative to develop

better scale-up and design protocols so that improvements in process efficiency translates
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directly to a competitive edge for the manufacturer'. Further, environmental regulations
in the recent years have also directed the need to develop efficient processes in which the
volume of effluent release is minimal, and in forms that are either easily biodegradable or
amenable to straightforward downstream processing to environmentally benign bi-
products.

With these considerations in focus, a new paradigm is evolving in the chemical
process industry, that of simultaneous development of catalyst and reactor selection and
design (Villermaux, 1993; Krishna and Sie, 1994, Lerou and Ng, 1996, Dudukovié et al.,
1998). Consideration and evaluation of the optimal conditions for best yield, selectivity
and volumetric productivity, both from the perspective of the catalyst as well as the
reactor selection and operation, is advocated as the most desirable approach from an
overall perspective of process economics. In other words, the chemist who develops the
catalyst is encouraged to work in direct coordination with the chemical engineer who
designs the contacting devices so that a global optimum may be reached in terms of
efficiency of the process as a whole. The final objective is to have a process that is not
only economical, but is also least detrimental to the environment.

The adoption of the aforementioned paradigm implies that a considerable research
effort must be spent on the hydrodynamic aspects, flow patterns and underlying transport
processes in the reactor types that are candidates for the process, in addition to the focus
on developing better chemistry and surface properties of the catalyst. It is in this light
that the current thesis takes shape, as a study of the hydrodynamics and flow patterns in
liquid-solid risers, which offer themselves as potentially attractive reactors for some old

and new industries.

* For instance, improvement of gasoline selectivity in Fluid Catalytic Cracking (FCC) of 0.5% means
increased revenue of US$ 2.5 million per day on global basis. Similarly, a 1% selectivity improvement
in production of ethene oxide signifies additional revenue of US$ | million per year (Krishna and Sie,
1994).



1.1 Motivation

This work focuses on the hydrodynamic aspects of the riser section of liquid-solid
circulating fluidized beds through detailed non-invasive experimentation and use of
fundamental models. In keeping with the “simultaneous catalyst and reactor
development” paradigm elucidated above, this work relates only to “cold flow” units
(systems in which there is no reaction) and the studies pertain mainly to the
hydrodynamics and flow patterns. Complementary to the kind of work discussed here,
complete process development would involve related research effort in developing the
catalyst and the chemistry.

Circulating fluidized beds that involve gas and solids have been an area of intense
research in the past couple of decades, in terms of experimentation as well as modeling
efforts. Liquid-solid circulating fluidized beds have attracted less attention, due to their
significantly less frequent application, as compared to the overwhelming presence of gas-
solid circulating fluidized beds in the power sector and in the chemical process industry.
Nevertheless, the potential use of liquid-solid circulating fluidized beds in synthesis of
aromatic and aliphatic alkylates has evoked a fresh interest in these reactor systems in
recent years.

Numerous patents have been issued in the decade of the 1990s on the
commercialization of liquid-solid circulating fluidized beds for the production of linear
alkylbenzene (LAB), which is a major bulk chemical and a precursor to most domestic
and industrial detergents (Vora et al., 1990; Vora and Cotrell, 1991; Crossland et al.,
1992; Corma and Martinez, 1993; Kocal, 1994; Radici et al., 1994; Pogue et al., 1995;
Gosling et al., 1996; Zhang et al., 1996; Jin et al., 1998). Table 1-1 shows the global
LAB demand in the past decade and projections for the early part of the 21% century,
indicating that the LAB manufacturing is a rapidly growing sector and would involve
considerable capital investment to meet global demands in the years to come. Clearly, the
increasing demand for LAB and other alkylated aromatics-based detergents in the near
future would necessitate installation of new production facilities, particularly in the

developing world. Alkylated aromatics and oiefins, whose synthesis chemistry is similar
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to that of LAB, can also be potentially used as an additive to gasoline for octane number

promotion without posing any serious environmental threat (Corma and Martinez, 1993).

Table 1-1. Global Linear Alkylbenzene (LAB) Demand and Supply Pattern”

1993 1995 2003 Average Annual
(projected) Growth Rate, %
1993-2003

North America 409 435 517 24
(including Mexico)
Latin America 195 222 370 6.6
Western Europe 380 385 416 09
East Europe (including 200 225 358 6.0
former Soviet Union)
Africa/Middle East 215 237 350 5.0
South Asia and Far East 519 615 831 4.0
Total 1,918 2,119 2,842 4.0

" Source: Chem. Systems

Conventionally, LAB and other alkylated olefins and aromatics manufacture is
effected through the use of strong liquid phase acids (homogeneous catalyst), such as
hydrofluoric acid (HF) and sulfuric acid (H2SOs). In such commercial processes (Vora et
al., 1990; Corma and Martinez, 1993; Thomas, 1970; Edmonds, 1981), the limiting
factors that determine the process viability are the acidity of the catalyst, mutual
solubility properties of the hydrocarbon and acid, selectivity of the carbenium ions
(intermediate species critical to the reaction mechanism) to the desired reaction, boiling
and freezing points of the acids which determine product quality as well as flow
properties (viscosity) of the process stream, and finally, downstream separation train for a
liquid mixture that centains acid, product alkylates, unreacted feed hydrocarbons and
secondary products. The average hydrocarbon residence time in the reaction zone, during
continuous operation, in these processes is typically 20-30 min (Corma and Martinez,
1993). Further, strong acids like H,SO4 and HF are corrosive and lead to brief equipment
life, are hazardous to personnel working in the plant, and also pose a threat to the

environment through accidental spills. For the specific case of LAB manufacture, the
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process also produces a biproduct called tetralin, which has a lifetime that is greater than
LAB itselif (Hammershaimb et al., 1998) and is undesirable from environmental
considerations.

Stringent environmental regulations enforced in the early 1980’s and the need for
better selectivity and lower turnover times drove the development of solid acid catalysts
in the last decade. The solid catalysts that are suitable candidates for effecting the
alkylation reactions are either zeolites with acidic properties (e.g. zeolite/BF3)
(Weitkamp, 1980; Corma and Martinez, 1993), or solid superacids (compounds with
acidic strength greater than 100% sulfuric acid) on inorganic (e.g. AICI3;-HCI on Al;O3)
or organic supports (e.g. BF; and AICl; on styrene-vinylbenzene copolymers) (Corma
and Martinez, 1993). While these catalyst chemistries produce better selectivity and yield
of the desired product, with mean residence times for optimal conversion of around a
minute, the solid catalyst gets deactivated rapidly and needs to be periodically recycled in
order to ensure continuous operation.

It therefore seems natural that a favorable reactor configuration for a process that
uses solid acid catalysts for aromatic and olefin alkylation is a liquid-solid circulating
fluidized bed, in which the continuous phase consists of the liquid-phase hydrocarbons
under high pressure and low temperature and the dispersed phase is the solid catalyst.
The alkylation reaction is effected in a riser vessel in which the solids and the liquid
phases flow cocurrently upwards, such that the deactivated catalyst exits the riser along
with the liquid phase product stream. A solid-liquid separator separates the two phases
external to the riser. The liquid stream is sent for downstream processing while the solid
acid catalyst is regenerated and recycled back into the riser vessel along with the fresh or
recycled (unreacted) liquid feed.

Naturally, since the kinetics is fast and the process is continuous with high
throughput rates, the critical feature that determines the process efficiency is the mode of
contacting and extent of backmixing of the phases in the riser (where the desired reaction
is performed). This calls for an understanding and quantification of the hydrodynamics

and flow patterns that should provide guidelines about design and scale-up to industrial



6

scale systems. This thesis concerns itself primarily with these issues, i.e., factors related
to flow pattern and contacting that could be crucial in determining overall reactor
performance.

The results of the hydrodynamic study presented in this monograph are applicable
in general to any kind of liquid-solid riser systems that operate within the conditions
studied, and may be extrapolated with caution to other similar conditions. For example,
the work can be applied to other sectors in which liquid-solid risers have potential
application, such as food processing (in which the liquid streams like milk or syrups need
to be processed quickly without over-exposure to a solid phase), biochemical applications
(immobilized enzyme processes) and pharmaceutical processes. Adsorption offers
another possible application for a liquid-solid circulating fluidized bed (Nakamura et al.,
1990).

Having discussed the primary goal and motivation of this thesis, mention is made
at this point that in the course of this entire research effort several problems relating to
improvement of non-invasive flow monitoring methods, measurement of solids
circulation times in a closed loop circulation, computation of multiphase flows etc. were
addressed as well. Some of these that are relevant to the overall scope of this thesis have

also been discussed in subsequent chapters.

1.2 Objectives

As stated above, the global objective of this work is to quantify and model the
flow pattern in the riser section of liquid-solid circulating fluidized beds. The specific
objectives of this effort are listed below.

e Install and operate a laboratory scale liquid-solid circulating fluidized bed delivering
high solids fluxes.

e Develop a method for measuring the solids flux in the riser.

e Measure and quantify the liquid-phase backmixing in the riser as a function of

operating conditions.
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e Investigate the effect of operating conditions on the solids phase volume fraction
distribution.

e Measure and quantify solids phase velocity and “turbulence” field ass a function of
operating conditions.

e Use the Lagrangian information extracted from the velocity measuremeent to quantify
the features of the flow, through statistical analysis of data.

e Formulate and solve a fundamentally based two-fluid model for simmulation of the
flow pattern in the riser and use the collected experimental data for valiadation.

e Integrate the findings from the experimentation and modeling efforts to develop an
improved understanding of liquid-solid riser operation.

In addition to the specific objectives stated above, a protocol for optimally
configuring a Computer Assisted Radioactive Particle Tracking (CARPT) esxperiment for
measuring the flow pattern in opaque multiphase systems is presented ina Appendix A.
This is completely original work and is being reported in the Appendix oenly because it

does not relate directly to the scope and organization of the remainder of thes thesis.

1.3 Structure of the Thesis

The thesis is organized in the following manner. In Chapter =2, background
information regarding conventional fluidization theory is presented, which Thelps us better
appreciate the nature of riser flows. This is followed by a brief descriptiion of what is
reported in the open literature about gas-solid riser flows, and a summary - of liquid-solid
flows and liquid-solid fluidized beds. The discussion is directed at developing a
motivation and logical sequence for the research work that is presented subssequently.

In Chapters 3 and 4, a detailed discussion of the experimental settup, procedure
and results are presented. Chapter 3 focuses on an overview of the experimental setup,
liquid phase tracer measurements, measurement of solids circulation ratees, and solids
phase measurements using computed tomography (CT). Chapter 4 deals wi th interpreting

the radioactive particle tracking (CARPT) data from an Eulerian an.d Lagrangian
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viewpoint. Chapter 3 and 4 together serve to develop an understanding of the flow
patterns in the laboratory scale riser that was studied in this work.

In Chapter 5, a fundamental model for the riser flow is developed using the
FLUENT® library of codes. The model is validated via two-dimensional axisymmetric
and three-dimensional transient simulations with the experimental data presented in
Chapter 3 and 4. The validated models are then used to simulate residence time
distribution (RTD) functions for the solid and liquid phases, which too are validated
against experimentally measured RTD functions.

The quantitative and qualitative understanding developed in Chapters 3, 4 and 5,
are used to develop an overall picture of the fluid dynamics in a liquid-solid riser. In
Chapter 6, the conclusions that emerge from the complete study are summarized,
recommendations are offered and the scope for future research work is highlighted.

Appendix A is devoted to a novel study to optimally configure the computer
automated radioactive particle tracking (CARPT) experiments, for implementation on a
gas-solids riser as an example system. Appendix A also lays down some tools for future
improvement of CARPT experimental protocol. Appendix B presents an overview of the

theory behind the Computed Tomography (CT) measurements and data interpretation.



Chapter 2
Background

There is very little information available in the open literature on the nature of
liquid-solid flows in risers. Some fundamental research efforts in this area have appeared
in the open literature only in the past four years. When the current research program was
initiated, a literature survey and background understanding of the topic was essentially
built on the understanding of gas-solid riser flows, and past work on liquid-solid fluidized
beds and risers.

In this chapter, some of these general areas of research pertaining to our study are
reviewed. The key findings that may be of interest in the liquid-solid riser work presented
later in the thesis are highlighted to create a link to work presented in the later chapters.
In subsequent chapters of this thesis, relevant background pertaining to the subject of that

specific chapter is presented.

2.1 Fluidization and Riser Flows

Fluidization refers to the process by which a “fluid-like” state is imparted to an
ensemble of granular solid particles by application of appropriate external forces. The
“fluidity” of a liquid or a gas has its origin in the mobility against one another of the
constituent molecules that are held together by weak interaction forces. When an external
force field is applied, “fluids” respond to that field through “motion”, i.e., the center of
mass of the assembly of molecules that make up the fluid changes position with reference
to a fixed stationary point. Kinetic theory of gases and liquids deals with the ensemble
behavior of gas and liquid molecules under such an external force field (or temperature
and concentration fields).

Granular solids, too, flow in a continuous manner when an external force field is
applied, such as flow through bins and hoppers under gravity, in pneumatic conveying
driven by drag force from the carrying gas phase, or under the influence of a magnetic

field when the solids particles are paramagnetic or ferromagnetic. However, in chemical
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engineering literature, by “fluidization” we normally refer to “fluid-like” motiom of solid
particles imparted by drag from a continuous liquid or gas phase. In this thesis, we will

follow the same convention.
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Figure 2-1. Qualitative Picture of Fluidization. (a) Packed-bed Condition. (b) State
of Minimum Fluidization. (c) Turbulent Fluidized Bed. (d) Riser. Qualitative
graph below shows the overall bed pressure drop, and volume of expanded bed as
a function of superficial velocity of fluid.

Consider a (vertical) packed bed of solids through which a liquid or gas is

introduced slowly (Figure 2-1(a)). At a low flow rate, the fluid merely percolates through
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the void spaces between the stationary particles and the friction between the fluid and the
solid contributes to the pressure drop in the fluid phase. The particle-particle interaction
forces are, however, strong enough to keep them in constant contact so that the total bed
volume is still essentially unchanged. On increasing the fluid flow rate further, there
comes a point where the frictional force (drag) between the fluid and the particles just
counter-balances the weight of the particles (accounting for buoyancy) and all the
particles (assuming unimodal particle size distribution in the bed) lose contact with each
other. At this point the pressure drop along the bed is equal to its total weight, and this
bed is referred to as the “incipiently fluidized bed” (Figure 2-1(b)). The state is called one
of “minimum fluidization™, and the superficial velocity (fluid flow rate divided by the
total cross-sectional area of vessel) is referred to as the “minimum fluidization velocity™.

At this point of minimum fluidization, a force balance over the entire bed yields:

AP=(p,~p N1-¢,, Jos -D

In the above equation, o5 and o, represent the densities of the solid and fluid phases

respectively, sfm/ is the volume fraction of the fluid (void fraction of the bed) at

minimum fluidization, and L,y is the vertical length of the “incipiently fluidized” bed. On
increasing the fluid flow rate further, the overall pressure drop does not show any
appreciable change but the bed expands in volume, so that the average particle-particle

distance as well as the overall bed volume increases steadily (£, increases). The excess

energy supplied by the fluid is used to increase the kinetic energy of the constituent
granular solids. These effects are shown qualitatively in the graph sketched in Figure 2-1.
In a gas-solids fluidized bed, the bed expansion is in general non-uniform with severe
bypassing of the gas through solids-free pockets referred to as “bubbles” (with the rest of
the bed having voidage close to that at minimum fluidization) (Kwauk, 1992; Fan and
Zhu, 1998). Normally, the bubbling process is initiated at a critical superficial velocity
called the “bubbling velocity”, shown as um in the Figure 2-1. With further increase in

superficial velocity of gas, a gas-solid fluidized bed becomes turbulent and bubbles break
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up into smaller pockets and the mean voidage of the whole bed increases: this state
actually leads to a slight reduction in total bed volume (Figure 2-1). In contrast, in a
liquid-solid system, bed-expansion is more uniform and the bed voidage increases (as
does the total bed volume) comparatively uniformly with the increase in superficial liquid
velocity (Kwauk, 1992).

Each individual solid particle is conveyed against gravity by drag imparted by the
fluid phase (a direct function of the “slip” velocity between the particle and the fluid):

. pylu—u 22

drag

=Cpa

P

Each particle in the bed rises to a height where the net gravitational body force exactly
balances the drag, and would continue to rise if the fluid-solid slip velocity exceeds the
terminal velocity of the particle in the fluid. Under such a condition the drag force
exceeds the effective weight of the particle and the particle is conveyed out of the system.
For the entire ensemble of particles, the process of each individual particle rising to
greater heights in the containing vessel translates to bed expansion beyond the volume of
the containing vessel.

If the fluid flow rates are further increased, then beyond a point the solids are
elutriated out of the system, with the particle-fluid slip velocity being higher than the
particle terminal velocity. In order to maintain a continuous supply of solids in the
system, therefore, it is necessary to collect the solids that are elutriated and feed them
back into the vessel in a continuous manner. This mode of operation, where the fluid
superficial velocity is so much higher than the minimum fluidization velocity, that the
solids need to be circulated in a closed loop for continuous operaticn, is known as the
“circulating fluidization regime”. The main vessel in which the solids normally rise
against gravity is referred to as the “riser”, and is usually the vessel in which the desired

chemical transformation is effected.
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The aforementioned behavior of fluidized beds and gas-solid risers also depends
on the nature of the solid particles being fluidized. In particular, in the case of gas-solids
fluidization and riser flows, Geldart (1972, 1973) empirically classified granular solids
and powders in four classes (the classification of more powders was consolidated by
Grace (1986)). The Geldart Group C consists of fine cohesive powders (e.g. flour), less
than 20 #m in mean diameter, with strong interparticle cohesive (van der Waals) forces
which tend to form channels rather than fluidize the solids when gas is passed through
them. The Geldart Group A (e.g. fluidized catalytic cracking catalyst), consists of fine
aeratable solids (30-100 um) that generate bubbles at gas superficial velocities

significantly above the minimum fluidization velocity (i.e., u,, /umf >1). From the

minimum fluidization velocity (#ms) to the minimum bubbling velocity (iut.;), Group A
powders fluidize uniformly, refered to as particulate fluidization. Group B powders (100-

800 um) start bubbling at minimum fluidization conditions (i, /umf =1) and the bubbles

rise rapidly in these systems. Group D (larger than 800 xm diameter) consists of
spoutable solid particles that are characterized by slow moving bubbles with the gas
bypassing through the interstices between the granular solid particles, with the bubble
rise velocity being actually smaller than the interstititial gas velocity. Alternative
methods for characterizing powders have also been reported, such as that based on bed
collapsing (Yang et al., 1985), but with the same broad classification regimes. For liquid-
solid systems, such a broad classification has not be reported and it is widely recognized
that for most liquid-solid systems, the fluidized bed expands uniformly and at very high
liquid superficial velocities becomes riser flow (Kwauk, 1992).

The objective of the preceeding discussion on powder classification was intended
to highlight the fact that the nature and regime of the fluidization phenomena and
subsequent riser flow depends on several factors. First, it depends on the energy input to
the system through the continuous phase (i.e., the inlet pressure and flow rate). Second, it
depends on the inertia of the granular solid phase particles (i.e., its size and density). The
properties of the fluid (density and viscosity) determine the interaction between the fluid

and solid particles and hence determine the velocity of minimum fluidization, bubbling
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and transport. Also important is the nature of inter-particle forces, and in particular the
inter-particle collisions and consequent dissipation of energy. This is determined by the
surface and elastic properties of the solids. Finally, the shape, wall roughness and design
of the containing vessel (i.e, the vessel walls) also has a role to play in the nature of
fluidization. Any fundamental mechanistic model that is constructed to model the flows
in these systems should attempt to capture the role of each of these properties.

In single phase flows of Newtonian fluids instabilities are introduced in viscous
flows because of fluid inertia (Joseph and Renardy, 1992). In visco-elastic fluids,
elasticity of the fluids also has a role to play. In two phase systems, such as fluidized beds
and risers, the interaction between the inertia and viscosity within the individual phases
as well as momentum transfer between the phases leads to initiation and growth of
instabilities. The phenomena described above, such as bubbling, turbulent fluidization
and segregation of phases in riser flow are physical manifestations of such instabilities
whose origins lie in micro-scale phenomena. A challenge that confronts the modeler and
experimentalist in the field is to tie together the invariants in such highly unstable flows
so as to be able to aid engineering design and scale-up of industrial systems. In other
words, one must understand what measured, statistically significant quantities must be
matched by a model with fitting parameters, or predicted by a truly fundamental model.
The key questions are:

e What kind of experiments can provide sufficiently detailed information about the
mean and fluctuating velocity and holdup characteristics of the two-phase flow in
multiphase systems such as risers and fluidized beds?

e What kind of models are able to predict (or match) the experimental quantities
with sufficient detail, so that they may be employed for design and scale-up in
situations where experiments cannot be performed or are prohibitively expensive?
Furthermore, both for practical and theoretical reasons, a single theory that

explains the flow phenomena in gas-solids as well as in liquid-solid fluidized beds and
risers is preferred, with the final goal of tying together such a general theory with other
multiphase reactors like bubble columns and three-phase fluidized beds and risers

(Kwauk, 1963, 1964, 1992; Krishna et al., 1993; Ellenberger and Krishna, 1994; Krishna
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and Ellenberger, 1995). Much as this is highly desirable, the flow phenomena in
multiphase reactors is so complex that such an “unified theory” is elusive at present, even
though certain qualitative (and some quantitative) similarities between low-velocity gas-
solid and liquid-solid fluidization have been reported (Kwauk, 1992), and some analogies
between bubble columns and fluidized beds have been identified (Krishna et al., 1993;
Ellenberger and Krishna, 1994; Krishna and Ellenberger, 1995). Current research trends
are, however, mainly oriented towards experiments and modeling efforts for specific
reactor configurations and contacting schemes between various phases, with the hope that
the understanding and knowledge thus obtained will eventually aid the development of a
unified theory. In this spirit, the current work on liquid-solid risers addresses one end of
this wide spectrum, that with large solids volume fraction of relatively large particles

flowing cocurrently upwards (against gravity) with the liquid.

2.2 Gas-Solid Risers

Gas-solid risers have been used in the process industry since the 1940’s, and in
the last couple of decades have found great acceptance as the contactors of choice in
fluidized catalytic cracking (FCC) and coal combustion applications (Miller and
Gidaspow, 1992). Recently, they have been commercialized for synthesis of fine
chemicals like maleic anhydride as well (Pugsley, 1992). A survey of the open literature
in this field reveals a rich variety of research efforts, from empirical correlations for
prediction of overall flow parameters to fundamental modeling. A broad review of this
body of work is instructive for identifying the key issues in liquid-solid risers, and

possible modeling methodologies.

2.2.1 General Aspects and Measurements

Cocurrent flow of gas and solids in a vertical pipe encompasses two flow regimes,
based on visual observation, viz., the fast fluidization regime, in which the solids
distribution is heterogeneous, and the dilute transport regime, in which the flow structure

is homogeneous. The fast fluidization regime is the principal mode of operation of gas-
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solids circulating fluidized beds. The operating variables in such a system are the
pressure and flow rate of the gas phase, the total solids inventory in the circulation loop,
and most importantly, the circulation rate of the solid phase (equivalently, the solids flux
in the riser). The first three of the above variables may be decided a priori and set by the
desired throughput requirements. The circulation rate of solids, however, is a variable
that is determined by the gas pressure and flow rate, the total solids inventory, the
mechanical design of the circulation loop, flow resistances in the system and the
properties of the solids (cohesiveness, inter-particle forces etc.).

Normally, two modes of operation of a circulating fluidized bed are encountered
(Berruti et al. 1995), viz., the “fixed inventory” and the “variable inventory” modes. In
the former mode of operation, the solids circulation rate is allowed to reach a steady state
value without any external control. Thus, the solids circulation rate is essentially
determined by the gas flow rate, and it cannot be controlled independently. In contrast, in
the “variable inventory” mode of operation, some mechanical (like a rotary screw or a
butterfly valve) or non-mechanical device (such as a L- or a J- valve) is used to control
the solids flow, so that it can be varied independently of the gas flow rate. In the former
configuration, the solids circulation rate is not known a priori; in the latter case, it may be
known but often the behavior of the solids flow control devices is complex and an in situ
calibration is desirable.

From a reaction engineering viewpoint, it is of prime importance to know the
solids circulation rate because that determines the gas-solids contact times and the
performance of the system as a reactor. Also of consequence to reactor performance is
the backmixing in the phases. One may be erroneously led to believe that it should be
possible to quantify the solids circulation rate and the backmixing by simple tracer-
response experiments, and consequently use models from residence time distribution
(RTD) theory (e.g., Nauman and Buffham, 1983) to develop models for predicting
reactor performance. Unfortunately, for “closed loop” circulating systems (such as
circulating fluidized beds, blood circulation in the human body, etc.), it has been shown
by several researchers through rigorous theory that interpretation of a tracer-response

experiments and extraction of the mean time of circulation based on a single injection and
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single measurement is not unique (Fu, 1970; Naor et al., 1972; Nauman, 1974). Thus,
determination of the mean circulation rate of solids is not a trivial problem, and
techniques other than direct measurement of residence time distributions are required.
The most desirable measurement would provide the point properties of the flow field
within the riser itself.

It has been recognized for some time now (Miller and Gidaspow, 1992) that the
minimum understanding of two-phase flow in risers requires the simultaneous
measurement of both particle velocity and solids volume fraction. Earlier attempts at
measurement of either of these, such as particle velocity by Tsuji et al. (1984) and
volume fraction by Weinstein et al. (1986) provided incomplete information. Clearly,
simultaneous measurement of both quantities can also be used to yield the solids flux or
circulation rate. Table 2.1 lists various attempts to measure the velocity and volume
fraction in circulating fluidized bed risers. Some of the methods employed involve the
use of intrusive probes, such as optical fibers, suction samplers and capacitance probes,
which are liable to change the flow pattern itself. In probes that sample the solids for the
flux or holdup measurement, it is very difficult to enable iso-kinetic sampling (i.e.
sampling without changing the velocity of the fluid or the particle) because of the rapid
velocity fluctuations that are characteristic of riser flows. Consequently, several of the
attempts at measuring solids flux and holdup that are listed in Table 2.1 employ non-
isokinetic sampling, i.e., the solids are withdrawn and measured at a velocity that is
different from their natural instantaneous velocity in the riser. Intrusive measurements do
provide some estimate of the true velocities and phase volume fractions, introduction of
the probe and the sampling method itself disturbs the flow locally and temporally, leading
to systematic unknown error in the measurement. Non-intrusive methods such as Laser-
Doppler velocimetry are effective and accurate at low loadings of the dispersed phase
(such as lean phase risers) and in systems with transparent walls, through which visible
radiation can penetrate. In any such situation they only provide accurate “near-wall”
measurements. In order to obtain information about the flow in the bulk, methods
employing highly penetrating gamma radiation are effective. Recently, Godfroy et al.

(1999) have used such a method to recover the full-field velocity non-invasively using
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the radioactive particle tracking technique. However, experimental limitations restricted

them to using a tracer particle much larger than those constituting the solid phase.

2.2.2 Macroscale Hydrodynamic Behavior

Based on intrusive and non-intrusive measurements listed in Table 2.1, the
hydrodynamics of circulating fluidized bed risers has been analyzed from the
macroscopic as well as mesoscopic point of view (the particle size serving as the
reference microscale). These experimental observations form the basis of various kinds of
phenomenological and fundamental models that attempt to predict the flow structure at
various levels of resolution, depending on the complexity and inputs required in the
respective model.

The first salient feature of flow in gas-solid risers is the axial and radial
distribution of solids. The axial profile of the time-averaged cross-sectionally averaged
solids volume fraction follows a typical S-shaped profile, with solids segregation near the
bottom of the riser (Li and Kwauk, 1980). With increasing height in the riser column, the
solids volume fraction decreases and generally becomes a homogeneous suspension of
solids near the exit of the column. With increasing solids circulation rate, at a fixed gas
superficial velocity, the region of dense solids moves up to higher levels in the column.
At a fixed solids circulation rate, increasing the gas superficial velocity makes the riser
more dilute and the volume of the dense region of solids at the bottom of the riser, is
reduced. Empirical expressions for the variation of solids volume fraction with height in
the riser have been developed and used in design (Li and Kwauk, 1980; Kwauk, 1992).
The axial profile is also known to be influenced by the riser entrance and exit geometries

(Fan and Zhu, 1998).
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Typical experimental findings for the radial solids volume fraction profile show a
relatively flat time-averaged profile at the center of the riser column and a sharp increase
in solids volume fraction at the walls. This radial distribution of solids volume fraction is
one of the most important and arguably the least understood aspects of riser
hydrodynamics (Kwauk, 1992; Fan and Zhu, 1998). Empirical correlations to predict the
radial profile have been attempted by expressing the normalized cross-sectional solids
volume fraction profiles (normalized by the cross-sectional mean volume fraction) as a
function of dimensionless radius of the column (Zhang et al., 1991). These correlations
are found to hold well in various diameter columns.

The overall solids volume fraction in the riser (i.e., total solids volume divided by
the total volume of the riser) shows a typical linear-sigmoid pattern (Jiang et al., 1993;
Fan and Zhu, 1998) with solids circulation rate. At low solids circulation rates, the solids
holdup (less than 3%) rises roughly linearly with solids circulation rate. In this region, the
suspension is lean, and increasing the solids circulation rate does not appreciably change
the solids velocity. Thus, the solids volume fraction rises linearly. With increasing solids
circulation rate, the particles segregate near the wall and also start flowing down, so that
the solids holdup (3%-7%) rises much more steeply. At even higher solids circulation
rates, the solids also segregate near the bottom of the riser without much change in the
flow structure in the upper parts, so that the increase in overall solids holdup is again
slower.

In keeping with the solids volume fraction distribution described above, the time
averaged solids velocity shows a typical parabolic velocity profile with solids flowing up
at the center of the column. In lean phase systems, there may or may not be downflow of
solids at the wall. In dense phase systems, there is almost always some solids down-flow
at the walls. In these systems, the solids volume fraction is high near the walls where the
solids flow down, while the central core of the riser is lean and with up-flow of solids.
This qualitative picture is often referred to as “core-annular” flow in risers, and forms the

basis for a variety of phenomenological models (e.g. Bolton and Davidson, 1988).
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2.2.3 Mesoscale Hydrodynamic Behavior

The characteristics of riser flow discussed above relate to the time-averaged
pattern. The transient flow structure is much more complex and intermittent and is
difficult to quantify. Riser flows are characterized by local (in time and space) regions of
high concentration of solids referred to as “clusters”. It was recognized in the 1970’s that
the observed slip velocity between the solids and the gas was much larger than what
could be explained by assuming that each solids particle moved on its own in the gas
phase (Yerushalmi et al., 1978; Yerushalmi and Cankurt, 1979). Following this, Li and
Kwauk (1980) and Li et al. (1988) proposed that the flow field in risers must be
characterized by large coherent structures whose size is several orders of magnitude
larger than a single solid particle, and consequently have a much higher slip velocity.

Clusters are mainly hydrodynamic in origin, and surface forces such as
electrostatic or van der Waal’s forces are only thought to have a secondary effect (Jiang
et al., 1994; Fan and Zhu, 1998). They are formed by the interplay between particle-
particle collisions and particle-turbulence interactions. Within such a cluster, the flow
properties such as solids volume fraction are essentially constant. While the exact
mechanism of cluster formation remains to be understood, it is believed (Fan and Zhu,
1998) that clusters are formed in regions of low turbulence intensity of the continuous
phase (gas), such as at the walls, and less frequently in the core of the riser. Since a
cluster consists of many particles, the effective density of this structure is much higher
than the mean density of the gas-solids suspension and as it grows, it descends
downwards in the riser. This leads to wavy structures of solids which descend at the walls
and are also fragmented and swept away from the walls by large eddies in the continuous
phase.

Time-averaged measurements of solids volume fraction at the walls indeed show
a much higher value when compared to that in the core; this comes from the
predominance of dense clusters raining down the walls of the riser. However, time-
averaged quantities miss out the shorter time-scale cluster formation and bursting

phenomena that result in the mesoscale structure of the flow. The intermittent flow
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structure is revealed by measurements of local instantaneous solids concentration at the
wall (Jiang et al., 1993).

Another attempt to quantify the intermittent flow structure was made by Brereton
and Grace (1993), who defined an intermittency index for quantifying the fraction of
solids that are held up in the clusters. The index has a value of 0.0 for either pure core-
annular or uniformly dispersed solids flow, and a value of 1.0 if all the solids were held
up in clusters. Experimental results of fluctuating voidage revealed values in the range of
0.1-0.7, with a sharp increase towards the wall of the riser. This is in keeping with other
observations, that while cluster-like flow occurs throughout the riser cross-section, it is
predominant at the walls. In a time-averaged picture, this may be interpreted as a core-
annular flow structure, even though the transient flow structure may be temporally and
spatially fluctuating.

Horio and Kuroki (1994), using particle imaging techniques, estimated the size of
clusters to be in the range of 20-80 mm. Assuming a typical size of FCC particles to be
around 100 um, and assuming that a cluster is close to closed packing, it appears that a

single cluster consists of several hundreds of single particles.

2.2.4 Phenomenological Models

The first large-scale applications of gas-solid circulating fluidized beds in the
early 1950’s were in fluidized catalytic cracking applications. In the 1970’s, risers were
introduced for the production of clean energy by burning high-sulfur pulverized coal in
presence of adsorbents like limestone for uptake of sulfur oxides. For these applications,
in particular the latter one, the critical requirement is to process large quantities of solids
and gas-phase as quickly as possible in a continuous mode of operation. The knowledge
of extent of backmixing was considered to be of secondary importance when compared to
problems like deposition of unburned coal and ash near the bottom of the riser, or large
packets of coked FCC catalyst raining down the walls of the riser. In other words, the
early phenomenological models to describe the flow pattern in gas-solid risers focussed

on establishing the solids distribution in the system, and in some cases the effective solid
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gas slip velocity, rather than on quantifying the extent of backmixing in the solids and gas
phases.

Numerous models have appeared in the open literature that attempt to
phenomenologically describe the flow structure in gas-solids risers. Broadly speaking,
they may be classified into three groups:

e those describing the axial profiles of the solids holdup;
e those quantifying the assumed core-annular flow structure of solids;
e those describing the existence and dynamics of clusters.

The first category of models above, which were essentially developed to capture
phenomenologically or through simple correlations the time-averaged axial distribution
of solids, attempted to extend the existing models of fluidized beds to the circulating
regime. Examples of models of this kind are those reported by Li and Kwauk (1980),
who fitted an exponential profile to the axial time-averaged solids distribution. The
entrainment model, originally developed to describe particle entrainment in the freeboard
region of the gas-solids fluidized beds, has been adopted to describe the top dilute region
of risers as well (Rhodes and Geldart, 1987; Kunii and Levenspiel, 1990). A description
of the axial solids volume fraction distribution based on pressure balances across various
sections of the loop has also been presented (Rhodes and Geldart, 1989).

Various models for the time-averaged core-annular structure of solids have been
proposed. These models are applicable in the dilute region of the riser where the flow is
essentially unidirectional. Horio et al. (1988) modified the model of Nakamura and Capes
(1973) for dilute phase pneumatic transport in vertical pipes by introducing the concept
of the cluster and estimated the cluster sizes in the core and annulus of the riser using the
Richardson-Zaki (1954) equation. Senior and Brereton (1992) proposed a core-annular
model based on the observed physical conditions for the annular region. Bolton and
Davidson (1988) extended the entrainment model of Rhodes and Geldart (1987) by
accounting for the falling film of solids at the wall. In such models, it is normally
assumed that the solids move up in the core of the riser and move down in the annulus,
and some sort of exchange is allowed between the core and annulus. The necessary inputs

in such models are the convective velocities in the core and the annulus, the diameter of
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the core (equivalently, the thickness of the annulus) and the volume fractions of the solid
phase in the core and in the annulus. These quantities are normally calculated based on
correlations, or using simplifying assumptions such as estimating the terminal velocity of
particles and clusters, assuming clusters to be close-packed, and assuming the thickness
of the annulus to be negligible compared to the diameter of the riser. Thus, the
application range of these models is restricted by the method employed for the parameter
estimation.

A third category of phenomenological models accounts for the physical existence
of clusters and all solids are assumed to be distributed between clusters and dilute flow.
One of the most interesting models of this kind was proposed by Li (1987). The model
assumes three phases, namely, gas, particles and clusters. One dimensional continuity and
force balances are written for each phase. An additional constraint is imposed to account
for stability of the system, and this is taken (without proof) to be the requirement that the
potential energy of the system must be at a minimum in order for the fluid phases to flow
through the system with minimal resistance. This constraint allows the calculation of the
relative fraction of solids held up in the clusters and makes the optimization problem
well-posed.

In the last decade, with the emergence of gas-solid risers as contactors of choice
for synthesis of fine chemicals, phenomenological reactor models have also emerged.
The most significant synthesis reaction performed in gas-solid circulating fluidized beds
for which processes have already been commercialized is the partial oxidation of n-
butane to maleic anhydride. Pugsley et al. (1992) proposed a model for the process based
on a core-annular flow structure that accounts for the transport of chemical species from
the gas phase to the solid phase catalyst and subsequent distribution between the solid
catalyst in the core and annulus of the riser. The parameters for the solids distribution in
the riser were obtained from suitable correlations. Pugsley and Malcus (1996) extended
this model for a potential application of the gas-solids riser in partial oxidation of
methane. Recently, Roy et al. (2000) developed a phenomenological model for the partial
oxidation of n-butane in an industrial scale riser by evaluating the parameters of the

solids distribution and mean velocities of the phases from an independent computational
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fluid dynamics (CFD) simulation. Subsequently, a tracer experiment was simulated for
extracting the backmixing parameters. These parameters were then coupled with complex
particle scale chemistry of the catalyst to assess the performance of the riser as a reactor

for the partial oxidation reaction.

2.2.5 Models Based on Computational Fluid Dynamics

With the advent of fast computation in the 1980s and later, there has been a drive
to develop predictive models of gas-solid flows in fluidization and riser applications
using fundamental equations of motion. Since the solids inventory in fluidized beds and
risers is high containing a very large number of particles, the simplifying assumption that
is often made is that of treating the solid phase also as a continuum fluid. Thus, the
fundamental mechanistic model attempts to solve the flow field (i.e., pressure, velocity
and volume fraction) of both the “fluid” phases simultaneously through an appropriately
formulated set of partial differential equations (obtained by either volume or ensemble
averaging the Navier-Stokes equations), and suitable initial and boundary conditions.
This simplification and modeling philosophy is referred to as the “two-fluid” approach”,
and it involves the solution of the continuity (mass balance) and momentum (force
balance) equations for either of the phases, with the interacting forces (i.e., momentum
sources, transport terms and sinks) incorporated through various closure forms.

It is by now accepted state-of-the-art that a mechanistic model attempting to
capture the flow pattern in gas-solid systems with fidelity, should incorporate the
following effects (Sinclair and Jackson, 1989):

e Interactions between particles and gas resulting from the difference between their
mean velocity fields, that gives rise to the drag force which drives the non-random
part of the particle motion.

e Interactions of the particles with the fluctuating components of gas velocity,
which leads to particle diffusion in the gas field and induces a flux of kinetic

energy between the fluctuating velocities of the two phases.



27

e Interactions within the particle velocity field between the mean and fluctuating
components. These generate stresses in the particle assembly and gives rise to
particle velocity fluctuations.

e Interactions between the mean velocity field of the gas phase and the fluctuating
gas velocity. This gives rise to gas phase Reynolds stresses which dissipate the
turbulent kinetic energy within the gas phase.

All the models using computational fluid dynamics in gas-solid risers attempt to
predict the flow by accounting for the one or more of the above forces at various levels of
detail and sophistication. Models differ from each other in their dimensionality (one
dimensional (1D), 2D or 3D, in being steady state or transient, account for all or some of
the above forces, use different forms of the averaged equations (ensemble averaged point
equations, or volume averaged forms), and use different numerical methods for solution.
Numerous research studies have appeared in the past decade in this field, and a steady
progress in understanding of the underlying phenomena can be discerned, but a universal
model is as yet elusive.

Pritchett et al. (1978) were the first to report a model that could predict bubble
formation in gas fluidized beds, based on a pseudo-Lagrangian simulation of the solid
phase. Following this, the last two decades have witnesssed numerous computational
research efforts in fluidized beds (e.g., Gidaspow and Ettehadieh, 1983; Syamlal and
Gidaspow, 1985; Kuipers et al., 1991). Early work on two-fluid simulations of gas-solid
rsers was reported by Arastoopour and Gidaspow (1979), who formulated one-
dimensional steady state model equations. Other early approaches included the drift flux
approach of Wallis (1969) used for gas-particle flows (Leung, 1980; Luo, 1987). It was
recognized from these efforts that the one-dimensional model, by its very nature, cannot
simulate the prevailing characteristics of radial non-homogeneity in the riser, and two-
and three- dimensional models are necessary. Further, it was recognized that even with

higher dimensionality, it was necessary to incorporate the solid phase rheology in a

* Two-fluid models assume that the continuous and dispersed phases behave like interpenetrating continua,
with the probability of occurrence of a phase given by its volume fraction. The concept is treated in detail
and used in the current work in Chapter 5.
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tractable and physical manner in order to effectively capture quantitatively the radial and
axial segregation of the solids phase.

One possible and popular way of accounting for the solid phase stresses is using
the kinetic theory of granular flow (KTGF). The underlying philosophy of this approach
is that the solid phase stresses are a result of the microscale mechanisms of momentum
transfer between the particles. The random motion of particles generates an effective
pressure in the particle phase, together with an effective viscosity that resists shearing of
the particle assembly. The kinetic energy of this random motion can be likened to the
thermal motion of molecules in a gas, and correspondingly it can be characterized by a
granular temperature defined as proportional to the kinetic energy associated with
random fluctuations in the particle phase. Both the effective pressure and solids viscosity
are functions of the granular temperature.

The kinetic theory approach thus developed, following the previous work of
Jenkins and Savage (1983) and Lun et al. (1984) for shearing of purely granular flows,
was adopted by Sinclair and Jackson (1989) for a steady-state, two-dimensional model of
the gas-solids riser. Even though gas-phase turbulence was not accounted for in the
model, it could predict successfully the lateral segregation of the solid phase in the riser.
Pita and Sundaresan (1991, 1993) further developed this model and found strong
parametric sensitivity to the restitution coefficient for particle-particle collisions. Louge
et al. (1991) considered the effect of gas-phase turbulence in the modeling, however, it
appears that for gas-solid flows this is a secondary effect.

Tsuo and Gidaspow (1990) presented a two-dimensional unsteady state model
that characterizes the cluster flow in dilute flow and core-annular structure in dense flow.
They claimed that transient integration does not converge towards a steady state value,
claiming that this is evidence that the flow never reaches a steady state.

Following the initial work in the early 1990s, numerous publications have
appeared which use the two-fluid model with kinetic theory with various degrees of
sophistication. Gas phase turbulence was included in the Sinclair-Jackson model by Bolio
et al. (1995). Sue-Kim and Arastoopour (1995) used a slightly modified version of kinetic

theory to account for cohesive particles. Dasgupta et al. (1994) used volume-averaged
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equations for simplifying the riser flow simulation. Nieuwland et al. (1996) used the
kinetic theory formulation with a mixing length to model the gas phase turbulence and
obtained improved predictions of experimental data. Mallo et al. (1996) used a kinetic-
theory based CFD model to predict the performance of a riser as a chemical reactor.

A very promising development in recent years is the discrete particle approach
(Tsuji et al., 1993; Hoomans et al., 1996) where the motion of individual particles is
directly calculated from the forces acting on them, according to the local particle-particle
and particle-wall and drag forces. Tsuji et al. (1993) used a “soft-sphere” approach, i.e.,
they assumed that the particles can deform on collision and the interaction forces were
calculated using simple mechanistic idealizations such as a spring, dashpot and slider.
Hoomans et al. (1996) used a “hard—sphere” approach assuming no deformation of
particles on collision. These models are highly computationally intensive but have a very
strong potential for developing micro-scale closures for feeding macro-scale approximate

models like the two-fluid representations.

2.3 Liquid-Solid Fluidization

Since the rest of this thesis relates to liquid-solid systems, it is prudent to discuss
in brief the past work that has been reported in the field of liquid fluidization of batch
solids. The current work on liquid-solid risers represents an extrapolation of the
fluidization regime to incorporate continuous cocurrent upflow of liquid and solids at the
reactor scale. One would expect that even at a higher transport velocity some of the
micro- (particle-scale) and mesoscale features of liquid-solid fluidization are retained.

The fundamental behavior of liquid-solid flow varies significantly with the
properties of the solid with respect to the liquid. Normally, one distinguishes between

slurry and fluidization flow with reference to the dimensionless Stokes number:

(pp - pf )gdp2 (2-3)
Heuy,

Stk =

The Stokes number may be interpreted as the ratio between the effective inertial (gravity)

force on the particle, to viscous force on the particle due to the relative motion in the
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liquid. For very small particles, the liquid-solid slip velocity is small and varies roughly
as the square of particle size (terminal settling velocity in Stokes’ regime). Under such
conditions, Stk is independent of particle size and the liquid-solid suspension is said to be
in slurry flow. For large particles, the liquid-solid slip velocity is significant and for
unhindered settling of a single particle, grows as the square root of particle size. Such
situations signify a case of liquid-solid fluidization. Any analysis of such systems must
recognize the solid particles as a distinct phase.

Conventionally, it was believed that liquid-solid fluidized beds are “particulate™
in nature, in that the bed expansion (Section 2.1) is uniform and the voidage is roughly
uniform across the fluidized bed. Even though recent studies (e.g., Fan et al., 1985;
Kwauk, 1992) in these systems have shown the existence of a “micro-structure” (i.e.,
spatial and temporal fluctuations of voidage), the primary variable of interest is the
overall bed expansion (equivalently, the mean voidage) as a function of the liquid
superficial velocity. There has been extensive experimental research of the bed expansion
(e.g. Couderc, 1985; Di Felice, 1995), whereas relatively fewer studies have been
reported to theoretically account for bed expansion behavior. Most of the empirical and
semi-empirical correlations for predicting bed expansion rest on the argument that
fluidization can be viewed as an inverse process of sedimentation (Kwauk 1963, 1964)".
This allows for use of the classical Wilhelm-Kwauk (1948) and Richardson-Zaki (1954)
correlations (originally developed for sedimenting systems) for estimating the overall
voidage (and hence bed expansion) of a batch-solids fluidized bed. This correlation states
that if « is the superficial velocity of the liquid, u, the terminal velocity of the solid

particles under the condition of interest, and £ the bed voidage (1-solids holdup), then:

u=uc" (2-4)

* As pointed out by Jean and Fan (1989), this picture should be viewed with caution, since fluidization may
be strongly affected by distributor design while sedimentation is not. Also, the difference between the two
processes can be viewed as a mere change of reference frames only in an infinite expanse without
significant effect of walls and internals.
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The exponent n was correlated by Richardson and Zaki (1954) with the particle
Reynolds’ number, Re,, n=f(Re,). Numerous other correlations, which suggest different
forms of a functional dependence of w/i, on £ have been suggested. An extensive review
of such correlations have been provided by Couderc (1985) and Di Felice (1995), but in
essence they are all modifications of the Richardson-Zaki form.

As discussed in Sections 2.1 and 2.2, in gas fluidized beds and risers distinct flow
regimes of bubbling bed, turbulent bed and riser flow exist. In contrast, in liquid-solid
fluidization systems, the bed expansion is relatively uniform. However, “parvoids”, or
high voidage bands have been reported (Wilhelm and Kwauk, 1948; El-Kaissy and
Homsy, 1976; Didwania and Homsy, 1981; Ham et al., 1990) and are viewed as
consequence of instability in liquid fluidized beds. The nature and distribution of these
instabilities can be used to roughly characterize different flow regimes in liquid-solid
fluidization. Didwania and Homsy (1981) and Ham et al. (1990) experimentally
identified at least five different flow regimes in liquid fluidized systems, with increase in
the liquid superficial velocity. They are stable uniform fluidization (particulate), wavy
flow, wavy flow with a transverse structure, fine scale turbulent flow and bubbling
regime. Using linear stability analysis, Anderson and Jackson (1967), Jackson (1985) and
Batchelor (1988) have attempted to explain the phenomena of instability wave
propagation, and their contribution to the various flow regimes in these systems.

While mainly of theoretical interest, the key conclusion from these studies is that
with increasing liquid velocity, the solid particles (either as individual entities or as some
sort of aggregates) experience a three-dimensional turbulent motion leading to significant
backmixing. Further, local heterogeneities in voidage (or, solids holdup), both spatially
and temporally, indicate that the time-averaged distribution of solids may be non-uniform
as well. Indeed, this hypothesis has been confirmed by Limtrakul (1996), who using
gamma-ray computer tomography showed that the there is some segregation of solids at
the wall in liquid-fluidized beds. Non-invasive experiments with the radioactive particle
tracking technique showed large-scale circulation patterns in the beds (Limtrakul, 1996).
An extensive study with similar conclusions was reported by Kiared et al. (1997). Based

on these results, one may expect large scale unstable motion and solids segregation and
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backmixing in liquid-solid riser systems as well, which could potentia:lly affect their

performance as chemical reactors.

2.4 Liquid-Solid Risers

Modeling and experimentation with cocurrent-upflow liquid-solid systems can be
traced back to the studies of Bhattacharya and Roy (1955) and Newitt et al. (1961) which
treated hydraulic conveying in vertical pipes. Bhattacharya and Roy (19*55) considered
vertical conveying of homogenous solid-liquid slurry (of water, keroserme and Fischer-
Tropsch catalyst) in small (1.0 cm and 1.9 cm) diameters tubes. Thesy developed a
correlation between the pressure drop and the slurry flow rate. Following this work,
Newitt et al. (1961) measured the pressure drop across a 1 in. and 2 im. diameter and
correlated it with slurry (composed of water and fine sands and Perspex powder of
various sizes) flow rate. They also performed some velocity measuremeents with Pitot
tubes (with slurry concentrations being less than 5%) and some direct visualization
studies to conclude that the solids had a minor effect in modulating thee “solids-free”
liquid velocity profiles. They attempted to explain their experimental observations based
on overall energy balance considerations.

In his classical comprehensive treatment of “generalized fluidiz.ation”, Kwauk
(1963, 1964) referred to the cocurrent upflow of liquid-solid systems. KKiwauk’s (1963,
1964) papers contribute to some fundamental interpretation of fluidization phenomena.
He noted that the fluidization and sedimentation can be viewed as mutually
complementary phenomena and hence conclusions drawn from one shoulal be applicable
to the other. In general, liquid and solid fluidized flows could be thought «f to consist of
three fundamental contacting modes: particles and liquid move cocurrently upwards,
particles and liquid move cocurrently downwards, and particles move downwards while
the fluid moves upwards” (the fourth being, particles move upwards amd fluid moves

downwards, but this is already implied in the third mode of contacting wvith a reversed

° It may be noted that our sense of “upwards™ and “downwards” is with reference to the force of gravity,
hence that the three modes indeed represent independent possibilities while the third and fourth are
essentially complements of each other.
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reference frame). Under the assumption of uniform particulate fluidization, Kwauk
(1963, 1964) claimed that formulae developed for classical batch fluidization of solids
could be extended to cocurrent upflow liquid-solid systems, with the “relative slip
velocity” between the particles and the liquid is substituted for the liquid velocity in the
batch fluidization correlations.

Though seemingly simple, Kwauk’s hypothesis proved to be quite good for
correlations of solids distribution in both cocurrent and countercurrent flow of solids and
liquid (in applications like ore leaching and washing), such as the Wilhelm-Kwauk
(1948) and Richardson-Zaki (1954) correlations™ (equation 2-4). Also, inherent in
Kwauk’s work was the recognition of the fact that in general, there is slip between the
solid and liquid in dispersed flows, and there is spatial segregation of the phases.

Kwauk’s (1963, 1964) conclusions were used by Kopko et al. (1975) to develop a
design protocol for liquid-solid cocurrent vertical transport systems. They used the
modified Richardson-Zaki (1954) correlation (replacing slip velocity for the liquid
velocity), a pressure balance around the loop and a modified Fanning’s friction factor to
relate the liquid-flow rate, solids flow rate and pressure drop across the vertical riser. In
effect, this results in an approximate one-dimensional momentum balance for the riser
section. Kopko’s method has been employed to make the first assessment of solids
loading in the laboratory scale riser used for the experiments in this thesis. Details of this
method and sample calculations are described in Chapter 3.

Gibilaro et al. (1988) seem to be the first to recognize the operation of a liquid-
solid vertical riser in circulating fluidized bed mode. They proposed the operation of an
upflow riser and a downcomer in which a marine propeller is used to drive the liquid
flow. Thus, the system functions much like a closed loop airlift reactor except that the
liquid drives the solids flow through energy input from the propeller. The lack of other

internals and the simple proposed construction of the circulating bed allowed the authors

* The Wilhelm-Kwauk (1948) correlation relates the fluid velocity « with the particle terminal velocity u«,
and the voidage (1-solids holdup) as: u = u,&‘" . Richardson and Zaki (1954) develop correlations for the
exponent n as a function of particle Reynolds’ number, Re,.
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to perform a simple one-dimensional momentum balance for estimating the solids
circulation rate.

Chen et al. (1991) followed the earlier liquid fluidized bed work of Fan et al.
(1985) to perform a visual study of particle aggregation and clustering in a two-
dimensional vertical liquid-solid transport bed. 2.5 mm nylon spheres were fluidized and
transported in a circulating mode in water with varying amounts of glycerin, in a two-
dimensional (1.2 cm thickness, 20 cm width and 121 cm high) rectangular bed. A video
camera was employed to study the macro-scale interaction of the particles. The authors
concluded that particle aggregates continuously form and disintegrate in the system, with
doublets being most common (as much as 20% of all particles could be in this state). The
“degree of clustering” was found to increase with solids holdup. The exact concept of the
“cluster” in liquid-solid systems is, however, debatable since the life span of these
doublets and triplets is very short and was not measured. Thus the “cluster” does not
seem to be a meta-stable structure as in gas-solids systems and its role in liquid-solid
risers and other systems is unclear. More on this is discussed later in this thesis.

After 1995, with the advent of liquid-solid risers as potential reactors for
aromatic-olefin alkylation, several research studies have appeared in the open literature.
An experimental reaction study for synthesis of linear alkylbenzene using a zeolite
catalyst in a laboratory scale liquid-solid circulating fluidized bed was reported by Liang
et al. (1995). They developed a simple reactor model assuming the liquid and solid to be
in plug flow and compared model predictions with achieved reactant conversions at
different temperatures. The performance of the riser as a reactor was also compared with
that of a stirred tank. It was shown that the riser leads to a favorable product distribution
and is also able to maintain an average high level of activity of the catalyst. Finally, the
conversion obtained with the solid zeolite catalyst was significantly higher than that
obtained with concentrated HF as a homogenous catalyst. The work conducted thus built
a clear foundation for pursuing further studies of liquid-solid riser hydrodynamics for

effecting heterogeneous alkylation reactions.
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Table 2-2. Research Efforts on Liquid-Solid Risers

Reference Description

Bhattacharya and Roy (1955) correlation between slurry flow rate and pressure drop
in vertical hydraulic converying

Newitt et al. (1961) simple design of vertical hydraulic conveyor based on
overall mass and energy balance

Kwauk (1963, 1964) generalized analysis of fluidization and transport
regime; suggested the use of Richardon-Zaki (1954)
correlation for cocurrent liquid-solid flows

Kopko et al. (1975) design of vertical co-current liquid-solids flow urit

Gibilaro et al. (1988) proposal of concept; simple model based on overall
mass balance relating void fraction and solids hol dup

Chen et al. (1991) visual study of formation and disintegration of “p-article
clusters™ in a two-dimensional liquid-solid riser

Liang et al. (1995) synthesis of linear alkylbenzene in liquid-solid riser:
experimental evaluation of reactor performance

Liang et al. (1996) electrical conductivity probes used for solids volame
fraction and liquid velocity measurement; reported
radial non-uniformity in solids holdup distribution

Liang et al. (1997) electrical conductivity probes used for solids volume
fraction and liquid velocity measurement; reported
radial non-uniformity in solids holdup distributiom

Liang and Zhu (1997a) core-annulus model used to describe radial non-
uniformity in solids holdup

Liang and Zhu (1997b) two-zone reaction model used for modeling alkylation
of benzene with dodecene in a liquid-solid riser

Roy et al. (1997) preliminary experimental investigation of solids flow
“pattern using particle tracking and Tomography

Koiji et al. (1998) characterization of macro-scale flow structure with
pressure fluctuation measurements

Liang et al. (1996, 1997) performed hydrodynamic studies in a 14.0 cm diameter,

3 m high liquid-solid riser with dual electrical conductivity probes. The probes were
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positioned in different radial locations in the riser and the liquid velocity was monitored
by short pulses of electrolyte (KCI) solution injected into the liquid (water) phase®. A
different set of conductivity probes were used to estimate the local voidage (1.0 - solids
holdup) in the riser, from the fluctuations in the conductivity time series. The principal
conclusion was that radial solids holdup non-uniformity was observed in the riser, with
less solids (more voidage) at the center and more solids (less voidage) at the wall of the
column. The average bed voidage was observed to increase with increasing liquid
velocity. The radial voidage distributions were relatively uniform along the height of the
column. The liquid velocity was also found to be non-uniform in the riser, with a higher
value near the column center. This non-uniformity was found to increase with an increase
in liquid flow rate and particle circulation rate in the system. Even though the
measurements made were intrusive, and the particle sizes studied were small (0.405 mm)
which allowed the use of intrusive probes without damaging them, the study of the
hydrodynamics revealed interesting features about the flow structure in liquid-solid
risers. Some preliminary results of the flow structure, as part of the current work, have
also been reported in the open literature (Roy et al., 1997).

Based on the above study of flow structure (Liang et al., 1996, 1997), and the
earlier study of reactor performance (Liang et al., 1995), Liang and Zhu (1997a, 1997b)
developed phenomenological core-annular models for the alkylation reactions. The solids
holdup profile was relatively flat as compared to the one in gas-solids riser, and neither
was there any direct or indirect evidence of solids downflow at the walls. Thus, the
assumption of a core-annular structure adopted by the authors was somewhat arbitrary
and based on extrapolation from gas-solid systems. The exchange coefficients for solids
and liquid between the core and the annulus were used as arbitrary fitting parameters in
the reactor models. Some comparisons with limited experimental results were reported

and indicated reasonable model predictions.

* The dual conductivity probes used by Liang et al. (1996, 1997) consisted were made of 0.2 mm thick
platinum wire and placed 25 mm apart. Saturated electrolyte solution (KCI) was injected 80 mm vertically
below the probe, and the time taken to pass between the probe wires was used to estimated the local liquid
velocity.
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Kuramoto et al. (1998) investigated the macroscale flow behavior in a 4.9 cm
diameter circulating fluidized bed riser with glass (93 um) and ballotini (182 xm) spheres
under a variety of liquid and solids flow rates. The study of static and dynamic pressure
indicated a uniform axial distribution of solids in the riser. The effective liquid-solid slip
velocity, based on overall flow rates, was found to be significantly higher than in batch
fluidization of the same particles. Finally, an image analysis study was performed by
backlighting the riser, and the luminous intensity time-series measured as a series of
photographic images. The spatial distribution of luminous intensity was converted in 256-
level gray-scale bitmap images, and was claimed to be representative of the voidage
fluctuation time series. A power spectrum of this time series, and analysis of the fractal
dimension, seemed to suggest that the flow regime is distinct at high liquid superficial
velocities resulting in more aggregative solids flow as compared to relatively uniform
solids dispersion at lower velocities. The distinction however, seems minor, based on the
experimental results presented in the paper. In any event, these measurements were local
and while the chaos analysis of time series signals was novel, the paper provides little
knowledge about the macroscopic flow patterns, phase distributions and phase

backmixing.

2.6 Remarks

Notwithstanding some active research activity in the recent years in the area of
liquid-solid risers, the design engineer confronted with designing a liquid-solid
circulation fluidized bed for performance as a chemical reactor has few tools beyond the
earlier work of Kopko et al. (1975) and Gibilaro et al. (1988) to guide him in this
exercise. For example, there is as yet no way (reported in the open literature) of assessing
the spatial and temporal velocity fields, radial solids distributions, solids dispersion and
an accurate means of estimating the solids circulation rate. Solids distribution and
velocity is impossible to assess with intrusive probes since the phases move at very high
velocities and would in all likelihood damage any probe, even if it could be introduced
into such systems. The high solids loadings that exist in liquid-solid risers also prevent

the use of optical measurement methods such a Laser Doppler Anemometry (LDA) for
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measuring the solids velocity field. While one-dimensional models can be used to
estimate the overall energy losses in the systems, we have no idea on how the solids
phase draws energy from the liquid phase and cascades and dissipates energy through
collisions and drag. There is also no easy method to measure backmixing of the solids,
since the solids flow in a closed loop at high velocities and cannot be withdrawn from the
riser exit for performing mixing-cup measurements. These are ail important design
variables that directly affect the performance of liquid-solid risers as chemical reactors,
and also have bearing on secondary factors like catalyst deactivation.

Further, past modeling work in this area treats the riser phenomenologically
without attempting to predict the flow field from fundamental laws and constitutive
equations. Developing models with a fundamental basis are important in understanding
the microscale forces that govern the flow field. These detailed models can in turn serve
to validate approximate one-dimensional models, or can be used to provide the necessary
inputs to phenomenological reactor models.

The following chapters of this monograph seek to address some of these issues
with the hope that an improved understanding of liquid-solid risers may emerge.
Quantitative understanding of these systems will aid further development of liquid-solid

circulating fluidized beds.
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Chapter 3
Experimental Work I

Experimental investigation of the flow pattern in a laboratory scale liquid-solid
riser constituted a large portion of the current research effort. Chapter 3 is devoted to
discussion of the experimental setup, techniques employed and results relating to the
solids circulation rate measurement, liquid phase backmixing and solids volume fraction
measurement. Chapter 4 discusses the measurement of mean and fluctuating velocity

fields, and backmixing and transient behavior of the solids phase.

3.1 Experimental Setup and Conditions

For the current study, a laboratory scale liquid-solid circulating fluidized bed was
used with water as a liquid phase and 2.5 mm diameter glass beads were used as the
dispersed solids phase. Continuous flow of both phases, at sufficient upstream pressure
and liquid flow rate was maintained to ensure steady state operation of the system. The
setup was designed and adapted in such a way so that it was possible to conduct
experiments using the existing Computed Tomography (CT) and Computer Automated
Radioactive Particle Tracking (CARPT) platform at the Chemical Reaction Engineering
Laboratory (CREL) at Washington University.

Figure 3-1 shows an overall schematic diagram of the experimental setup. It
consists of a vertical Plexiglas® column, of total height of about 10 ft. with a section of 7
ft. representing the developed flow in the riser section. A view of the setup is shown in
Figure 3-2. Some of the principal design specifications of the setup are shown in Table
3.1. The riser has two inlet lines, one entering vertically below the 7 ft. section, and the
other entering horizontally a little above (8.75 in.) the riser base (Figure 3-3). Solids
(glass beads) enter the riser from the latter line, driven by the liquid phase (water), while
the vertical line feeds the remaining water to the riser. The solids and liquid flow
cocurrently upwards in the riser and exit through a specially constructed frustum whose

diameter is reduced from 6 in. to 2 in. over a height of 1 ft. 2 in. An exit line (2 in.
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diameter) conveys the liquid-solid mixture from the head of the riser to the hopper, which
maintains the inventory of the solids. The hopper has a wire mesh which separates the
solids and liquid. The liquid (water) is conveyed back into the holding water tank, while
the solids pass through the vertical pipe below the hopper into the solids eductor.

Total water flow rate to the system is maintained using rotameters positioned in
both water lines (Figure 3-1), the one to the eductor (referred to as the eductor line) and
the other to the bottom of the riser (referred to as the riser line). The eductor is a “venturi-
like” device that directs solids flow into the riser, and its performance (i.e., the volumetric
flow rate of solids directed to the riser) depends on the water flow rate in the eductor.
Varying the “motive water” flow rate varies the flow rate of solids through the eductor,
though the functional relationship between these variables is not known a priori”.

In order to run the system in a “variable inventory mode” (see Section 2.2.1), i.e.,
to independently control the liquid and the solids flow rate, the total liquid flow rate
immediately downstream of the pump is split up into three lines (Figure 3-1). Some of the
liquid (water) is used to direct all of the solids flow through the eductor line. The
remainder liquid flows through the riser line. Thus, the total flow rate of solids (entering
only through the eductor line) and the total flow rate of liquid (entering both through the
eductor and the riser lines) can be varied independently of each other. The recycle line
(Figure 3-1) is installed to return the excess liquid being pumped into the riser setup to
the holding tank. This ensures a steady pressure head at the eductor and riser inlets and
stable operation of the loop. This arrangement ensured a uniform steady flow of water
through the setup, without starving any line of the required pressure head or flow rate.

Certain features in each of the process vessels and lines helped to ensure that the
flows were directed as desired, without rapid or large-scale fluctuations, and without
entrainment of gas bubbles from the holding water tank. A description of some of these

aspects is presented in detail in the following sub-sections.
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Figure 3-1. Schematic of the liquid-solid riser setup.

* The performance of the eductor has to be determined through some experimental procedure. A method for
studying this in situ was developed as part of this work, and is described in Section 3.2.



Table 3-1. Principal Parts of the Liquid-Solids Riser Setup

Set-Up Part Details
Riser Material PVC

Height (total) 9ftliin302cm)
Height (between flanges) 6ftilin(21l1cm)
Height (between eductor inlet and riser
outlet) 8 ft 5in (256 cm)
Nominal Size 6in (15 cm)
External Diameter 6.625 in (16.8 cm)
Internal Diameter 6.065 in (15.4 cm)

Distributor Plate Diameter 6 in (15 cm)
Thickness 0.125 in (3.2 mm)
Active area diameter 5in(12.5cm)
Diameter of holes 3/16 in (4.7 mm)
Number of holes 37

Hopper Volume 14 gal (53000 cm®/ 53 1)
Diameter 10 in (25 cm)
Diameter of drain 4 in (10 cm)
Screen 250 micron mesh
Height (between flanges) 3ft(91 cm)
Height (between mesh and bottom flange) 20in (5l cm)
Eductor Motive Connection 1-1/4" 150 1b flange
Suction Connection 2" 150 Ib flange
Discharge Connection 2" 150 Ib flange
Pump Motor Power 7.5 hp

220 V, 3-phase power
RPM 3500
Rating 120 gpm @ 70 psi

Water Tank Volume 225 gal (852 1)
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Figure 3-2. Perspective view of the liquid-solid circulating fluidized bed setup,
showing complete support structure.
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3.1.1 Riser

A detailed schematic diagram of the riser is shown in Figure 3-3. The vertical
PVC pipe that functions as the riser has an outer diameter of 6.625 in. (16.8 cm) and
inner diameter of 6.065 in (15.4 cm) (6 in. Harvel Clear Schedule 40 PVC pipe, ASTM
D1785). The riser is made perfectly vertical by using the positioning device installed at
the base. This device (shown schematically in Figure 3-3) is attached to the floor of the
laboratory and consists of a flat aluminum base plate that has two perpendicular screw
mechanisms below it. The screws can be suitably turned to make the plate perfectly
horizontal (checked by a standard spirit level). Four stainless steel (1/4 in. (0.64 cm)
diameter) vertical rods are screwed onto this base plate. The base flange of the riser
(Figure 3-3) is firmly screwed onto these rods, so that this flange is perfectly horizontal
and parallel to the base plate. The rest of the riser is subsequently installed (as shown in
Figure 3-3) with this flange as reference, so that the whole structure is held perfectly
vertical (checked with a plumb line at various locations). Since the anticipated flows are
quite high and may lead to mechanical vibrations in the structure, heavy flanges (6 in.
CL150 RF Blind Flange, ASTM A182 GR F304 SS) are used. Additional support is
rendered to the riser structure by connecting the flanges to a Unistrut® support structure
that surrounds the setup (partially visible in Figure 3-2, not shown in Figures 3-1 and 3-3
for clarity).

In order to ensure that the solids coming from the eductor line do not backflow
into the riser line and block the incoming water flow, a 6 in. (15 cm) diameter, 0.125 in.
(0.32 cm) thick metal disk is installed 8.75 in. (22 cm) below the base flange (Figure 3-
3). This stainless steel (SS 316) disc has 3/16 in. (0.48 cm) diameter holes in a triangular
pitch of 3/4 in. (1.9 cm) , and is installed by means of four 3/8 in. (0.95 cm) metal screw
rods to the base flange. A fine stainless steel wire mesh of 1/8 in. (0.32 cm) aperture is
glued onto the base of this metal disk. The disk and wire mesh serve two purposes. First,
solids coming in through the eductor line are forced to move upwards in the riser and are
prevented from flowing back into the water line at the base of the riser. Second, the metal
disk offers sufficient pressure drop so that the water in the chamber below is well mixed

and uniformly distributed as it enters the riser, so that jetting phenomena is prevented.
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The exit of the riser has a frustum whose diameter decreases from 6 in. (15 cm) to
2 in. (5 cm) over a height of 1 ft. 2 in. (35 cm). This prevents abrupt bends in the lines
and consequently anomalous flow patterns. Beyond the frustum, a 2 in. (5 cm) PVC

pipeline conveys the solid-liquid mixture into the hopper (Figure 3-1).

3.1.2 Hopper
The hopper serves the important function of maintaining the solids inventory,

separating the liquid and solids, and directing solids into the eductor. Figure 3-4 shows a

schematic diagram of the hopper and the associated piping inside the hopper.
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Figure 3-4. Schematic diagram of the hopper (not to scale).
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During continuous operation of the liquid-solid circulating fluidized bed system,
the liquid-solid two-phase mixture flows in through the transit line (2 in. diameter) from
the riser into the hopper (Figure 3-4). The hopper is 10 in. in diameter and 3 ft. in height,
with a tapering frustum at the bottom that connects it to the eductor standpipe (Figure 3-
1). A wire mesh is horizontally positioned in the hopper so that the total hopper volume
(around 14 gal (53 liters)) is divided into two chambers of roughly equal volume. The
transit line from the riser enters the hopper through its top flange and penetrates into the
lower chamber below the wire mesh (Figure 3-4). The pipe ends in an abrupt 2 in. (5 cm)
tee connection (Figure 3-4) where the fluid mixture loses momentum on impact. The two-
phase mixture flows out horizontally into the lower chamber and separates in the
chamber below. The solids are trapped below the wire mesh while the water flows
upwards through the mesh and over the weir above it into the tank. The solids retain

some entrapped water that lubricates their flow into the eductor standpipe.

Figure 3-5. View from bottom of solids hopper. (a) Showing the tee-connection, and a
wire mesh damaged from excessive solids and liquid flow. (b) A sturdy wire mesh with
metal frame, and three reinforcing metal rods for additional support (tee-connection
removed).

When the experiments were initiated, at high flow rates it was found that the
attrition of solids caused fines to deposit in the wire mesh during periods of extended

operation. This increased the pressure drop across the mesh and frequently ruptured the
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wire mesh since the solids, under pressure, attempted to find a way to flow out with the
water into the water tank (Figure 3-5(a)). This problem was overcome by installing a
stainless steel wire mesh, with a thick stainless steel frame of 1/2 in. thickness that was
snugly fit using pressure screws against the inner walls of the hopper (Figure 3-5(b)).
Three 1/8 in. diameter vertical rods screwed onto the steel frames on one side, and to the
flanges at the lower end so as to provide additional support against "tipping” under the

action of solids, fines and liquid trying to make its way out of the liquid exit line.

3.1.3 Eductor

A detailed schematic diagram of the eductor is shown in Figure 3-6. The eductor
was fabricated by the Fox Valve Development Corporation, Dover, NJ. The device
consists of a specially designed venturi through which water at high pressure is forced
through, thus creating a partial vacuum at the tip of the venturi. Solids flowing down
from the hopper are sucked by this negative pressure and directed towards the riser. By
controlling the motive water flow rate and pressure, different flow rates of solids can be
supplied to the riser.
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Figure 3-6. Schematic diagram of the solids eductor.
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While the eductor is relatively simple in construction, without any moving parts,
and delivers a constant flow rate of solids into the riser, it is not known a priori what
flow rate of solids is delivered at each flow rate of motive water. In other words, it is ‘
necessary to establish a calibration function for the eductor, prior to making any kind of
quantitative measurements of the flow pattern in the riser. This is an issue of considerable

importance, and will be treated at length in subsequent sections in this thesis.

3.1.4 Pump

A three-phase, 7.5 hp (5.6 kW) centrifugal pump (3500 rpm (58.3 rps):
developing 180 ft (55 m) of water head at 70 gpm (4417 cm®/s)) was installed for
supplying the desired liquid flows to the system. The pump was manufactured by Burks
Pumps, Piqua, OH and supplied to us by Missouri Machinery and Engineering Co., St.
Louis, MO. It was critical that the pump should supply a constant flow rate at sufficiently
high pressure head so that the flow in the riser section is uniform and not fluctuating.
Together with the water tank and associated piping, it was ensured that the pump does not
cause cavitation under any condition of interest and provides a smooth flow of liquid to

the setup.

3.1.5 Holding Water Tank

In the present study, it was required to conduct experiments for a long time
(around 4 hours in a single batch, with around 6-7 batches conducted at each condition)
in order to collect statistically significant tracer particle occurrences during a CARPT
run. Operating the system for a long time (over 2 hours) also became necessary for the
eductor calibration experiments. Circulating water in a closed loop caused overheating
because of friction between the particles at the high solid loadings used in the present
study. In order to avoid this, it became necessary to continuously flow water "through”
the system so as to keep the system temperature under control, at around 80 °F (around
27 °C).

Further, high solid loadings in the riser and high solids flow rates through the

eductor caused significant amounts of solids attrition in the system. The fines thus



50
generated flow through the wire mesh in the hopper and enter the water tank.
Subsequently, they create nucleation sites at the suction of the pump for the dissolved
gases in water, leading to cavitation. In order to ensure smooth operation, this had to be
avoided under all circumstances.

The primary PVC water tank (of 225 gallons (852 liters) volume) was installed in
the setup at an elevation of approximately 2 ft. The pump was placed on the floor of the
laboratory so that the inlet to the pump was always below the level of the water tank. This
provided a positive suction head at the eye of the pump at all times. To prevent
entrainment of fines or air bubbles into the pump lines, a secondary common plastic tank
was installed in the larger water tank in order to increase the residence time of water in
the tank and permit the fines to settle in the secondary tank (see Figure 3-7). The fines
deposited at the bottom of the secondary plastic tank while the air bubbles entrained into
the tank with the incoming flow disengaged in this time. A wire mesh at the entrance of
the pump line prevented any more fines form flowing into and choking the pump.

FROM HOPPER OVERFLOW
(LIQUID + FINES)

ESCAPING AIR . o 0 o0 . =" .5
BUBBLES T 7 "e°  °
¥
DEPOSITED
FINES WATER
SMA%EFE{DT’F\% — PUMP SUCTION
SUSPENDING WITH WIRESMESH |
TO ELIMINATE FINES
FINES TT

TO RISER/ —g—
EDUCTOR

lag— approx, 2 ft. (61 cm) )l

r

FLOOR LEVEL

Figure 3-7. Schematic of the water tank and pump.
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The whole systemn was run at high pressure of 75 psig at the inlet to the riser. The
high pressure for the motive phase (water) was necessary to ensure the desired solids
flow rate through the eductor, as will be discussed below. With these modifications to the
water tank (Figure 3-7), it was possible to ensure a constant stable liquid flow rate during
the course of the experiment, and a constant solids flow rate through the eductor.

The fines collected in the secondary water tank were weighed every week. The
small weight of fines collected over a week (= 50 g) was replenished to the system by

adding new solids particles of equivalent weight.

3.1.6 Experimental Conditions

Prior to embarking on the experimental program, it was essential to establish the
operating conditions of interest for the present study. From a reactor design standpoint, it
is essential to have a high solid (catalyst) loading in the riser. Typically, liquid fluidized
beds (above minimum fluidization) with batch solids for reactor applications have solids
holdup around 40% (Kwauk, 1992). Under continuous flow, the solids volume fraction in
a circulating fluidized system is expected to be somewhat lower at the liquid superficial
velocities higher than the elutriation velocity, and is expected to decrease further with
increasing liquid flow rate. It is also desirable to have high liquid flow rates (since that
allows low residence times and high processing rates), but no higher than what would
cause the solids volume fraction to fall below 20%. Thus, one seeks a range of operation
that permits stable circulation, maintains the solids volume fraction in the range 20-35%,
and also permits the highest possible liquid flow rate (superficial velocity). It was also
necessary to ensure that such a flow rate could indeed be achieved under the existing
practical limitations.

For a glass particle in diameter 2.5 mm the free-settling terminal velocity can be
estimated once the drag coefficient is known. The drag coefficient depends on the
terminal Reynolds number, which in turn depends on the terminal velocity. This leads to
an iterative procedure. Alternatively, one estimates the parameter CpRe®, which depends

only on the particle and fluid properties and not explicitly on the particle velocity:
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From tables of CD_Re2 versus Re, given in standard reference sources such as the Perry’s
Handbook (Perry et al., 1997), the terminal Reynolds number, Re,, and Cp, is estimated.

Thus, the terminal velocity of the particle may be estimated as:

w = 48d,(0,~P;) __ Re (3-1b)
3 PG d,p; [ty

For the present system, the terminal velocity of the single 2.5 mm glass particle in an
infinite water medium is 31.4 cm/s. The terminal Reynolds number is 786, while the drag
coefficient is 0.49. Actual settling experiments conducted in the laboratory (described
later in Section 3.5) yielded a free settling velocity of 30.2 £ 0.1 cm/s.

In presence of other particles that hinder the motion, the settling velocity of the
glass sphere is smaller than the terminal velocity in an infinite fluid (water). The hindered
settling velocity u,;; may be estimated using the Richardson-Zaki equation, which was
discussed in Chapter 2:

u, =ucE" 2-4)
In the Richardson-Zaki correlation, developed for batch sedimentation systems, u, is the
hindered settling velocity of the solid particle, «, is the free-settling terminal velocity, and
€ is the voidage (l-solids holdup). For a terminal Reynolds number of 786. the
Richardson-Zaki exponent n is 2.4 (Wilhelm and Kwauk, 1948; Richardson and Zaki,
1954; Kwauk, 1963). Thus, the settling velocity in a batch sedimentation bed of similar
solid particles which has 25 % overall solids holdup (75% voidage) is 15.3 cm/s.
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As discussed in Chapter 2, fluidization may be viewed as a reverse process of
sedimentation (Richardson and Zaki, 1954; Wilhelm and Kwauk, 1948; Kwauk, 1992).
Thus, as a first order approximation, the liquid superficial velocity of around 15 cm/s
should be sufficient to ensure that the particles are conveyed out of the bed (this
corresponds to the terminal velocity of a 25 % ensemble of 2.5 mm glass particles in
water). Thus, the minimal conditions in which stable riser operation can be expected are
for liquid superficial velocities of 15 cm/s and higher.

In order to make an a priori estimate of the solids holdup that would exist in the
riser for a chosen flow rate of liquid and solids, the model of Kopko et al. (1975) was
used. In this simple model, developed for vertical conveying of solids by liquid in a tube,
the Richardson-Zaki correlation (equation 2-4) is generalized for liquid-solid flow by
replacing the hindered settling velocity, uy, with the relative slip velocity between the
solid and the liquid phases. Based on this idea, Kopko et al.’s (1975) equation relates the

solids flow rate (= ¢Qy), liquid flow rate (Q;) and bed voidage (¢):

e = %_(_f_)ﬂQ_l (3-2)
A l-¢) A

d, . X . . .
where: logu, =logu, —— is the “adjusted” terminal settling velocity correcting for wall
D

effects, Q) is the volumetric liquid flow rate, D is the tube diameter, A the cross-sectional
area of the riser, and ¢ is the volumetric solids-to-liquid flow ratio. For a given liquid
flow rate Q;, and a desired solids-to liquid flow ratio ¢, equation (3-2) yields the bed
voidage (and hence the estimated solids holdup) in the column. This equation (3-2) is
derived from the one-dimensional, steady state momentum balance in the riser,
accounting for pressure drop due to hydrostatic head of solids, hydrostatic head of liquid,
and liquid-wall friction. The pressure drop due to solid-solid collisions, solid-wall
collisions, and liquid-solid drag, is neglected. The significant pressure drop at the inlet of
the riser is also neglected. Though simple and approximate, Kopko et al. (1975) showed
that this model predictions are in reasonably good agreement with the experimental data

on overall bed voidage at low solids loadings.
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For the current experiments, the objective was to obtain at least 15-20% overall
solids holdup in the system, and choose the solids and liquid flow rates so that this may
be achieved. The choice of liquid flow rate was dictated by the system design (Figure 3-1
and 3-2) and the pump characteristics. The desired solids-to-liquid flow ratio was fixed
arbitrarily. Equation (3-2) was then used to verify that the assumed flow rates could
indeed achieve the solids loading (volume fraction) above the desired minimum.

The results of such a calculation, within the range of the operating variables that
were achievable with the current setup, are summarized in Table 3-2. Three liquid
superficial velocities, 15 cm/s, 20 cm/s and 23 cm/s are used, and three solid-to-liquid
flow ratios of 0.1, 0.15 and 0.2 are chosen at each liquid flow rate. The solids holdup in
the riser is expected to be between 20% and 40% under these conditions. However, we
note that the pressure drop due to solid-solid interactions, solid-wall interactions and
liquid-solid drag has been ignored, hence the estimated solids holdup reported in Table 3-

2 are likely overpredicted.

Table 3-2. Operating Conditions

Liquid Liquid Solids Bed Estimated Estimated

Superficial Flow Rate, Flow Voidage Solids Holdup  Pressure Drop
Velocity, gpm Rate, (eq. 3-2) (eq. 3-2) (eq. 3-2),
cm/s gpm dynes/cm2

(psig)

15 44 4.4 0.68 0.32 261338 (3.78)

15 44 6.6 0.65 0.35 268284 (3.89)

15 44 8.8 0.63 0.37 274582 (3.98)

20 58 5.8 0.73 0.27 263095 (3.81)

20 58 8.7 0.70 0.30 269987 (3.91)

20 58 11.6 0.67 0.33 275832 (3.99)

23 67 6.7 0.76 0.24 267149 (3.87)

23 67 10.1 0.72 0.28 270746 (3.92)

23 67 13.4 0.69 0.31 278689 (4.04)
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The above calculations provided only a conservative estimate. These calculations
for liquid superficial velocities and solids-to-liquid flow ratios (solids flow rate) were
necessary to establish the design of the riser and the specifications of the various flow
meters prior to the actual installation and operation of the setup. The accuracy of the
estimated volume fraction and the finer structure of the flow pattern was to be determined
as part of the experimental effort in this thesis. The operating conditions thus decided are
expected to form a coherent basis for quantitative and comparative studies on the liquid-
solid riser. e

Note that the pressure drop in the riser, estimated from the one-dimensional
momentum balance whose final explicit form for £ is reported in equation (3-2), merely
provides the lower bound on the actual pressure drop. The principal cause of pressure
drop in the present riser setup is due to the mixing of eductor (solids and liquid) and riser
line (only liquid) flows at the bottom of the line, and the pressure drop due to the liquid
distributor (Figure 3-3). Also, energy losses due to liquid-solid drag, solid-wall
interactions and solid-solid interactions have not been accounted for in the calculations.

We also note that the choice of solids flow rates in the riser has been arbitrary so
far and one did not, until this stage, have any quantitative estimate of how much liquid
flow rate is necessary to drive enough solids through the riser section so that the desired
liquid-to-solids flow ratios (and hence the calculated solids volume fraction) could be
achieved. This demanded some accurate measurement of solids flow, and an effective
calibration of the solids eductor (Figures 3-1 and 3-2), which would enable independent
control and monitoring of the solids and liquid flow rates. This is the subject of Section

3.2.

3.2 Eductor Calibration

As discussed in Chapter 2, one of the primary variables that determines the
performance of the riser as a reactor is the mean solids circulation rate in the system,
since together with the solids inventory in the riser it dictates the time of contact between

the flowing fluid phase (containing the reactants) and the solid catalyst. Whether the
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circulating fluidized beds is run in a “fixed inventory mode” or in a “variable inventory
mode” (Berruti et al., 1995), as in the present set of experiments, the solids circulation
rate may not be precisely known because the performance characteristics of the solids
flow control devices are often unreliable and there is a need for their calibration.

As already mentioned, from a reaction engineering viewpoint, it is of prime
importance to know the solids circulation rate because that determines the liquid-solids
contact times and the performance of the system as a reactor. Also of consequence in
reactor performance is the backmixing of the phases. One may be erroneously led to
believe that it should be possible to quantify the solids circulation rate and the
backmixing by simple tracer-response experiments, and consequently use the residence
time distribution (RTD) theory (e.g., Nauman and Buffham, 1983) to develop models for
predicting reactor performance. Unfortunately, for “closed loop” circulating systems
(such as circulating fluidized beds, blood circulation in the human body, etc.), it has been
shown by several researchers, through rigorous theory, that interpretation of a tracer-
response experiment, and extraction of the mean time of circulation based on a single
injection and single measurement is not unique (Fu, 1970; Naor et al., 1972; Nauman,
1974). Thus, determination of the mean circulation rate of solids is not a trivial problem,
and techniques other than measurement of tracer responses are required. The most
obvious method to bypass the non-uniqueness problem is to “break-the-loop” and
estimate the time-averaged solids flow rate across a given section and assume it to be an
estimate of the overall solids circulation rate in the closed loop. It would be preferable if
the experimental method employed for this were “non-intrusive”, i.e., it should not
change the flow itself in any way.

As described in Section 3.1, in the setup used in this work, the solids eductor uses
“motive” water to direct solids flow into the riser. Even though the eductor has a stable
operation and delivers a desired amount of solids to the riser, the correlation of the liquid
flow rate through the eductor and the solids flowing through it is not known a priori. In
other words, it is of interest for qualitative and quantitative studies of the solids flow in

the riser that the solids eductor be calibrated.
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3.2.1 Theory

The basic idea is to view the flow rate of solids as a function of the velocity of the
solids ensemble in any section of the «circulating loop as well as the volume fraction of
solids in that section. Thus, if Q; repressents the solids volumetric flow rate in any section,

vy the velocity of solids, &, the solids volume fraction, and A the mean cross-sectional

area of flow in that section of the loop, then:
0, =[ev,dA (3-3)
A

In general, in circulating fluidized be=ds the flow rate could be fluctuating in various
zones of the loop and a representative :estimate of solids circulation rate should be based
only on a time averaged measurement: (where the time of averaging is greater than the
largest time scale of fluctuation). Thus,. time (ensemble) averaging the above equation (3-
3), and recognizing that the time-average of the fluctuations in either v or & is zero,

yields:

(0,)= :[ (v, )€, )dA+ _[(v, g, YA (3-4)

The second term in equation (3-4), (v: E, ) could have contnibutions from two

k]

sources. First, there may be random fluctuations in both v ’ and & ° which may be

correlated. Second, these quantities rmay not have any random fluctuations but may
deviate in a deterministic and time-in-variant (steady-state) fashion from the plug flow

profile, and their profiles may be correJated. In either case, the second term above would
contribute to the solids flow rate, (Q, ) -

The key to the measurement method is to identify a region in the circulation loop
where the solids volume fraction is rthe highest and close to complete packing. For
example, in the present liquid-solid miser (Figure 3-1) setup, the solids flow in the

standpipe was much like a moving paclked bed.
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Two facts are notable about such a section in which the solids move closed to

packed bed condition. First, the fluctuations in both the solids velocity v’ and the solids
volume fraction &,’ are negligibly small. Thus, the only contribution to the second term

on the right hand side of equation (3-4) can be from correlation between the time-
invariant (steady state) solids volume fraction and velocity profiles. Second, in narrow
tubes with a high solids flow rate, the cross-sectional variation of holdup is minor so that
the right hand side of equation (3-4) may be approximated by writing the solids flow rate

in terms of the cross-sectional average solids holdup and velocity:

(Q,)=(v,){e.)A (3-5)

It is prudent, therefore, to assess the relative error incurred in using equation (3-5) instead
of equation (3-4) in estimating the solids flow rate. This is done in the following manner.
When the standpipe flow is close to steady state packed flow, theoretical models
for solids volume fraction distribution and velocity profiles can be invoked. The radial
solids volume fraction distribution is estimated using the model proposed by Mueller
(1991). The model predicts the radial solids volume fraction distribution in a tube of
diameter D packed with uniform-sized particles of diameter d, as a function of the
dimensionless radial distance from the tube wall, r. The model equations can be

summarized as:

2.(")= - )-Tolar ) (3-6)

where:
o _D2-r o o< D2-r (3-6a)
d, d,
12.98
a=8.243— < < -
(D/dp+3.156) , for 2.61_D/dp <13.0 (3-6b)
2.932
=7.383—
‘ (D/d, -9.864)  .for 13.0<D/d, (3-6¢)
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b=0.304— ([’)';24 (3-6d)
4
£, =0.379 +— 0078 (3-6¢)
(D/d, -1.80)

& represents the porosity (1.0-solids volume fraction) of the packed bed in the bulk
region (i.e., away from the walls), and Jp is the Bessel function of the first kind of order

zero. Next, the radial solids velocity profile is assumed to be of the form:

¥, (r) = ( = 2)@[1 {7’;—)" } 37

where n=2,3,4,5,6,7 represents the convexity of the velocity profile (n=2 being a

parabolic profile and n=7 corresponding to a relatively flat profile). In each of the

profiles represented by equation (3-7), the steady state cross-sectional average solids

velocity is the same, (v, ).
The percentage error incurred in calculating the solids flow rate using the cross-

sectional average quantities (equation (3-3)) is:

J. i;'s (r)gs (r)dA - E'E’A
Error =4 *x100% (3-8)

(vs >.<€S ).A

The results from such a calculation, with five different particle sizes (d, = 0.1
mm, 0.5 mm, 1.0 mm, 2.5 mm and 5.0 mm) flowing vertically in a 2 in. (5.08 cm)
diameter tube are shown in Table 3.3. Clearly, the maximum error incurred in ignoring
the profile of solids velocity and using the cross-sectional average instead is less than 4%.
The error is smaller when the velocity profile is flat (n=7) as compared to a parabolic

velocity profile (n=2).
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Table 3.3. Error incurred in solids flow rate evaluation based on cross-sectional maean

solids velocity and volume fraction.

Particle Mean n=2" n=3" n=4" n=5" n=6 n=7"
Size, Solids (%) (%) (%) (%) (%) (%)
dp (mm) Holdup, &
0.1 0.5972 3.17 3.01 2.85 2.69 2.54 240
0.5 0.5963 3.26 3.11 2.96 2.81 2.67 253
1.0 0.5914 3.98 3.82 3.66 3.49 3.34 3.18
25 0.5962 2.67 2.52 2.37 2.22 2.07 1.93
5.0 0.5911 2.67 2.52 2.37 222 2.08 1.94

The conclusion from the above analysis is that in the event that the solids flows in
close to packed bed condition, obviating random fluctuations in solids volume fraction,
an error of less than 4% is made in using the cross-sectionally averaged solids velocity
and holdup values for estimation of the total solids flow rate (equation (3-5)). The exror is
even smaller if in addition, the solids flow is close to plug flow. Our goal, therefore, is to
use some simple but accurate means to estimate the cross-sectional average solids loldup
and solids velocity in the standpipe, by identifying a zone in the circulation loop ‘where

the solids move in a near packed bed condition.

3.2.2 Densitometry Measurements

For our specific setup of the liquid-solid riser, the region of most uniform (least
fluctuating) solids flow was found to be the standpipe connecting the solids hopper and
the eductor (Figure 3-1). Visual inspection of the flow pattern in the Plexiglas® staradpipe
(2 in. diameter) showed that the solids were moving downwards in a plug or piston flow
like a moving packed bed.

In order to estimate the solids volume fraction in the piston flow of solids in the

standpipe, the principle of densitometry was used. In this method, we make use ©f the
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Beer-Lambert’s Law which states that if Ip is the intensity of a collimated beam of
radiation in free space, and I the intensity when there is a medium of mass attenuation
coefficient /5 and effective density p.4, then the attenuation in the intensity of the beam

is given by:

I

Z=exx>(— HePogles) (3-9)
where Lz is the intervening distance between the source and the detector. Thus, if the
intervening length and intensities can be measured, then equation (3-9) can be used to
back-calculate the line-averaged effective attenuation coefficient. For a two-phase
system, the effective attenuation coefficient is an average of the attenuation coefficients
of the individual phases, each weighted by its respective volume fraction.

A schematic diagram of the experimental setup for the densitometry
measurements is shown in Figure 3-8. A thick lead cylinder of around 5 in. diameter was
positioned perpendicular to the standpipe and a hole of 2.7mm. diameter was drilled in
the center. A small radioactive 2.5 mm diameter particle (of 300 uCi strength, Sc-46
isotope), which was subsequently used for the CARPT experiments (Section 3-5) was
placed in this thick lead shielding so that the beam of gamma radiation ensuing from the
2.7 mm aperture was collimated. A Nal(Tl) scintillation detector was placed at a
diametrically opposite location across the standpipe, in the same plane as that of the
collimated tracer particle (densitometry source). The detector was connected in line to
electronic hardware consisting of a photomultiplier tube, pre-amplifier, amplifier, scaler,
discriminator and finally the signal is acquired on-line using a computerized data
acquisition system. The electronics used is standard for any kind of photon counting
application such as those discussed in Section 3-4, Chapter 4 and Appendix A (Larachi et
al., 1997; Tsoulfanidis, 1994).
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Figure 3-8. Schematic diagram of densitometry measurement in standpipe.

This being a liquid-solid system, the photon counts (intensity of radiation [) are
first acquired with the standpipe full of water. This serves as a background measurement
for the system, /., and includes the attenuation properties of the wall of the standpipe and
water. Thereafter, the system is run at a desired condition of interest and the photon
counts [ are recorded. It can be shown easily using equation (3-9), and the fact that the
effective attenuation coefficient is the sum of individual phase attenuation coefficients

weighted by their respective volume fractions, that:

I
- lr{'i‘—) = (85.1 )(ﬂsp, —H.P, )[qr (3-10)

w

l.g is the effective distance between the source and the detector center. In our case, the

detector and source were placed along a diameter of the standpipe, though in general it
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can be placed along any other chord and the [ should be used accordingly. It may be

noted here that the (ex',> calculated above is a “line-averaged” measurement (i.e. average

solids holdup along the line connecting the source and the detector).

For the densitometry measurements, the motive water flow rate through the
eductor (Figure 3-8) was varied and the corresponding change in (£,) was recorded at

each such condition using the method described above. Figure 3-9 presents the results
from the solids volume fraction (holdup) measurements as a function of motive water
flow rate through the eductor. For the range of operation studied, the source-detector
arrangement (Figure 3-8) was moved in the horizontal plane to study the solids
distribution along various chords in the standpipe. The back-calculated solids volume
fraction in the standpipe was constant at value of 0.52 * 0.01. Experiments were
performed at different chords of the standpipe, and the solids volume fraction calculated
from all those experiments were found within 2% of the mean value. This confirmed our
earlier conjecture based on visual observation of the solids moving downwards into the
eductor in a packed bed manner.

In general, if the standpipe flow were not close to packed-bed condition, the
cross-sectional solids holdup distribution in the standpipe could be different from the
cross-sectionally averaged value. If densitometry measurements along different chords
revealed that this were indeed the case, then the individual cross-sectionally averaged
measurements could still be used to obtain a circularly symmetric ‘“cross-sectional
distribution™ using the procedure of Abel inversion (Kumar and Dudukovic, 1997).
Cross-sectional averaging of that distribution would yield the true cross-sectionally
averaged solids volume fraction. Since in the present set of experiments the results
revealed that the cross-sectional variation of solids variation was minimal, the latter
procedure was not deemed necessary. The line average estimated with the present method

will be the same as the cross-sectionally averaged value.



64

o

~N

wn
1

Solids Holdup in Standpip
o
)
[ |
4]

o T T T T
20 30 40 50 60 70
Eductor Liquid Flow Rate, gpm

Figure 3-9. Chordal average solids holdup along the diameter of the standpipe.
(Error bars based on scans performed at several chords).

3.2.3 Time-of-Flight Measurements

Following equation (3-5), the other part of our solids flow measurement strategy
involves the measurement of the mean solids streamwise velocity in the section of the
standpipe being monitored. For this measurement, we follow a procedure similar to that
employed in the Computer Automated Radioactive Particle Tracking (CARPT) technique
(e.g. Devanathan et al., 1991; Larachi et al., 1997), that is described later in Chapter 4.
For this a tracer particle is prepared by introducing a radioactive isotope (such as Sc-46)
into a small metal or plastic sphere that has the same diameter as the solid phase particles,
and also the same effective density as the solid particles. Thus, hydrodynamically this
particle is exactly the same as the solid phase particles, though its presence in the system
can be detected because it emits gamma ray photons.

For actual implementation of the experiment, the particle is left to move by itself

in the closed loop circulating fluidized bed. Its flow behavior is deemed to be exactly
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similar to any other solid particle, since they have the same size and density. For
measurement, two detectors are fixed perpendicular to and along the vertical standpipe.
The schematic diagram of the arrangement is shown in Figure 3-10. Instead of a single
detector as used for the densitometry experiment, now two identical scintiliation detectors

are positioned along the standpipe and held a known distance apart.
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Figure 3-10. Schematic diagram of time-of-flight measurement.

As the solids circulate, the tracer particle makes multiple sojourns through the
standpipe. The data acquisition is switched on and the gamma photon rates are counted
continuously. In every visit the tracer particle makes to the standpipe, when the particle is
the closest to Detector 1 (Figure 3-10), a peak is recorded in its counts time series, and
similarly for Detector 2 when the particle is the closest to it. Figure 3-11(a) shows a
typical time series recorded by the two detectors, while Figure 3-11(b) shows the two

peaks over a narrow time window of 10 s. Clearly, the recorded counts are significantly
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above the base count level recorded at the detectors and the passage of the radioactive

tracer particle is clearly “seen” by the detectors.
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Figure 3-11. (a) Raw data (counts) recorded by detectors in circulating the
tracer particle in a closed loop (b) Same data zoomed in around the first 10s.
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Since the data acquisition is performed at a constant frequency, the time
difference between these peaks is found. This represents the residence time of the particle
in one visit to the standpipe. In multiple visits, the tracer particle traces out tortuous paths
between the two detector planes because of some internal dispersion within the standpipe.
Sometimes it passes close to the wall of the standpipe and sometimes through the center.
For that reason, it is advisable to let the particle circulate with the solids in the system for
a long time and trace many realizations so that a statistically significant and ergodic mean

residence time may be evaluated, along with its variance:

2”: . 3-11)

N —\2
2o L (-1 (3-12)
N

Finally, since the distance between the centers of the detectors, L, is known, the

mean velocity, v, , can be evaluated:

(3-13)

VS=

N|I[~q

The variance in equation (3-12) can be used to estimate the discrepancy in the solids
velocity measurement.

It may be noted here that the procedure outlined above for estimating the mean
solids flow rate does not suffer from any indeterminacy constraints that are known to
exist in closed-loop circulating systems (Naor et al., 1972; Mann and Crosby, 1973). In
our method, we are tracking a single particle to extract the RTD between two well-
defined planes, which is distinct from measuring the circulation time distribution by
injection an ensemble of tracer particles in the system. In the latter approach, a unique

flow rate cannot be extracted with two measurement points (Naor et al., 1972), because
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the tracer response at any point is a infinite term convolution series of responses of any
single pass of tracer around the loop. Our approach that is possible without any
ambiguity, because we are tracking a single fluid entity (particle) and not monitoring
concentration of a single tracer. Consequently, physical counting of trajectories and

residence times replaces indeterminate evaluation of the convolution integral discussed

by Naor et al. (1972).
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Figure 3-12. Histogram of residence times of tracer particle in the standpipe at a
typical condition (Eductor liquid flow = 40 gpm; Riser liquid flow = 27 gpm; Liquid
superficial velocity in riser = 23 cm/s).

Following equation (3-11), from multiple visits of the tracer particle to the region
of interrogation, a histogram of residence time distributions may be constructed. A
typical residence time histogram for the flow conditions of Figure 3-11 is shown in
Figure 3-12. From that data, it is possible to calculate the mean and variance of the
residence time distribution, using equations (3-11) and (3-12). These values, for the

various operating conditions that were studied, are tabulated in Table 3.4. Given that the
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centerline spacing between the detectors was 16 cm, equation (8) and the mean residence
time values from Table 3.4 were used to evaluate the mean convective velocity of solids
at each operating condition. Together with the mean solids volume fraction shown in
Figure 3-9, the mean velocity values were used to find the mean solids circulation rate for
each condition. The results are plotted, as a function of liquid superficial velocity in the
riser and solids to liquid flow ratio, in Figure 3-13. Figure 3-13 thus serves as the
operating calibration chart for the eductor that expresses the mean solids circulation rate
in the system as a function of motive water flow rate in the eductor. Notably, this
“calibration curve” has been obtained completely through in-situ measurements, without
disturbing the flow in any way or introducing any probes in the flow path of the solids.

It is interesting to note from the readings in Figure 3-11 that the same detector
(with the same settings) records a different maximum value in counts for different passes
of the tracer particle. The reason for this is that the particle passes at different positions in
the cross section of the standpipe (thus representing statistically all the possible solid
particles in the system), and hence the radiation gets attenuated differently in different
passes. Further, lateral dispersion of the tracer particle could in principle, in an extreme
case of radial flow in a cross section, lead to a maximum in counts recorded by a given
detector at a time that is different from the time the particle first hits the central plane of
the detector. Indeed, this is a problem with this method and is really a re-appearance of
the classical problem of measuring RTD in a system with open boundaries (Nauman and
Buffam, 1983). However, in this particular case of eductor calibration, since the
velocities are very high, the flow is essentially convective with a large Peclet number.
This fact was also verified post facto, by evaluating the dimensionless variance values
from the RTD data (Table 3-4). The small variance of the solids RTD also suggest that
the dispersion is low, so that the solid particles move through the standpipe in a “first in —
first out” basis. This clearly is possible only if the standpipe is closely packed with
moving solids, so that the particles have very little freedom to move in the off-streamwise
directions. This corroborates our observations from the densitometry measurements.

It is also worth mentioning that because of serious space constraints around the

standpipe (Figure 3-10), and also time constraints under which these experiments were
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performed, the detectors were not collimated. Ideally, one would have liked to have lead
sleeves that would totally shield the curved surface of the detectors, and also the plane
surface except at the horizontal planes A and B, so that the spread in the detector
responses seen in Figure 3-11(b) would not be observed. With this lack of collimation, it
is possible (in a rare instance) that the peak in counts may not correspond to the point
when the tracer is crossing the central planes of the detectors (marked A and B in Figure
3-10). Such rare instances can happen if the tracer particle has a dominant lateral motion
around planes A and B leading to lower counts recorded even when the tracer particle is
closest to those planes.

However, this is not a serious issue for our measurements, for several reasons.
First, we have clearly shown in Figure 3-9 that densitometry at several chords yields the
same solids holdup. This fact, along with visual observation of the transparent standpipe,
conclusively confirm that the solids move in a near packed bed condition. Thus, the
probability of an anomalous sideways movement of the tracer particle, in the vicinity of
planes A and B and within the packed bed moving at a very high axial velocity, is highly
improbable. Second, even if this were to happen in a rare case, we show below that we
are interested only in the mean residence time (i.e., the time difference between the two
peaks in Figure 3-11(b)) between planes A and B. The p.d.f. of such residence times is
always found to be distinctly unimodal (e.g. Figure 3-12) and this eliminates the errors
due to such anomalous lateral movement of the tracer particle. In fact the variance of the
p.d.f. provides us the upper limit on the error made in estimating the mean time of
residence of the tracer particle between planes A and B. Table 3-4 confirms the claim that
the variance of the residence time distribution of the tracer particle between planes A and
B is very low.

Table 3-5 shows the mean velocities and solids flow rates based on the mean
residence times reported in Table 3-4. The uniform value of 0.52 was used for solids
holdup in the computations, as reported in Figure 3-9. The results for solids flow rate as a
function of liquid flow rate through the eductor, i.e., the eductor calibration curve, is also
shown in Figure 3-13 for each of the three operating conditions (liquid superficial

velocities in the riser). It is seen that, within experimental uncertainties, the overall liquid
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flow in the riser does not affect the eductor solids flow rate in any appreciable way. The
only pertinent variable in determining the eductor solids flow, within the experimental

conditions studied, is the motive water flow rate.

Table 3-4. Mean residence times and variance of solids in eductor standpipe (16 cm).

Liquid Eductor Liquid Flow Mean Variance, s Dim.
Superficial Liquid Rate in Residence Time Variance
Velocity, Flow Riser Line, of Solids, s
cm/s Rate, gpm
gpm

15 25 19 1.232 0.186 0.123

30 14 0.667 0.009 0.020

35 9 0.526 0.006 0.022

44 0 0.375 0.004 0.028

20 20 38 2.046 0.407 0.097

30 28 0.772 0.041 0.069

40 18 0.449 0.004 0.019

47 9 0.351 0.005 0.041

58 0 0.261 0.002 0.029

23 20 47 1.943 0.112 0.030

30 37 0.727 0.009 0.017

40 27 0.465 0.003 0.014

50 17 0.333 0.001 0.009

58 9 0.276 8.53 x 107 0.011

67 0 0.211 3.48 x 107 0.008




Table 3-5. Mean Velocity and Solids Flow Rate in Eductor Standpipe (16 cm)

Liquid Eductor Liquid Mean Mean Solids Flow
Superficial Liquid Flow Rate Residence Velocity of Rate, gpm

Velocity, Flow Rate, in Main Time of Solids, cm/s Q. =v. & A
cm/s gpm Line, gpm Solids, s
L
N
15 25 19 1.232 12.99 2.17
30 14 0.667 23.99 401
35 9 0.526 30.42 5.08
44 0 0.375 4267 7.13
20 20 38 2.046 7.82 1.31
30 28 0.772 20.72 3.46
40 18 0.449 35.64 595
47 9 0.351 45.58 7.61
58 0 0.261 61.30 10.24
23 20 47 1.943 8.23 1.37
30 37 0.727 2201 3.67
40 27 0.465 3441 5.74
50 17 0.333 48.05 8.03
58 9 0.276 57.97 9.68
67 0 0.211 75.83 12.67

3.2.4 Summary

The ideas presented in the preceding paragraphs have been known in the past and
have been used for sophisticated non-invasive flow monitoring methods, viz. radioactive
particle tracking and computed tomography (densitometry). Earlier work with these
experimental tools has been directed towards evaluating flow patterns (e.g. Devanathan et

al. (1991), Larachi et al., 1997) and volume fraction distributions (Kumar et al., 1997) in
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batch systems. The essence of the principles behind these techniques have been combined
for estimating with accuracy the solids circulation rate in circulating fluidized bed
systems, which is a problem of fundamental interest in the chemical and process industry.
We have also been able to produce proof of the concept in a laboratory scale liquid-solid
circulating fluidized bed. In that system, we were able to develop an in situ calibration for
the solids circulation rate as a function of the operating conditions. This serves us to
benchmark and assess the fluid dynamic quantities that have been measured in the liquid-

solid riser setup and are discussed later in this thesis.
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Figure 3-13. In situ eductor calibration curve.

The method presented here can be readily used in any other situation in which
other phases or different geometries are involved. Use in industrial systems should also
be possible, except that depending on the thickness of the vessel walls, a stronger
radioactive source may be required for a good signal-to-noise ratio. The radioactive
particle can then be selected of sufficiently short half-life so that it is harmless when the
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time comes to replace the batch of the catalyst, and the tracer particle itself need not be
recovered after the suggested flow rate measurement. Use of this method for measuring
the flow in gas-solid riser systems would be a novel contribution, since the methods
employed in those systems are often intrusive and are therefore often unreliable (Section

2.2.1).

3.3 Liquid Phase Tracer Measurements

In the course of the experimental part of this research, it was of interest to
quantify the extent of backmixing in the liquid and solid phases. Conventionally, the
CARPT technique has been employed to trace the continuous liquid phase in systems like
bubble columns (e.g. Devanathan, 1991; Degaleesan, 1997). In such systems, a finite size
tracer particle (about 2 mm in diameter) is made neutrally buoyant and is used to trace the
continuous liquid phase. The dispersed phase is low-density gas and interaction of gas
bubbles with the (liquid-phase tracing) tracer particle does not alter its motion. Thus the
tracer particle can be confidently assumed to really trace the continuous phase. However,
this is not the case in dense phase systems such as liquid-solid risers, in which a large

volume fraction of the dispersed phase particles of high density exist.

Vs, p2

Vl, P1 U| Uz

Figure 3-14. Normal collision of smooth, rigid spheres.

Consider the frictionless normal collision of two rigid smooth spheres with a
coefficient of restitution e (Figure 3-14). The spheres have volumes and densities V|, V3,

p1 and p» respectively and have collinear velocities U; and U, before collision,



75

respectively. Then, the velocities after collision (obtained from solving the linear
momentum balance), collinear with the original direction of motion, are:

(1+e 2 y

1%
Vv[ +[p2

P
+ (1 + e)Vl

p U, -U,) (3-14b)
w+[ )v

)V U, -U,) (3-14a)

P

Clearly, from equation (3-14), whatever the nature of collision (elastic or inelastic), if the
density of the second phase is very small as compared to that of the first phase (as in the
case of gas-liquid systems), i.e., p, << p, then U, =U,, and the velocity of the first
phase is not altered by collision with particles (or bubbles) of the second phase. (This
however, does not ensure that the tracer particle can indeed track the liquid phase
velocities and fluctuations at all scales (Degaleesan, 1997), but does ensure that its
motion and trace is not affected by the gas phase.). Thus, the CARPT technique can be
claimed to track liquids in a gas-liquid system with fidelity.

For concentrated solids in liquid systems that were studied as part of the present
research effort, however, the densities of the continuous phase (water: 1 g/cc) and
dispersed phase (glass: 2.5 g/cc) are comparable. Hence, if a tracer particle that is
neutrally buoyant in water were used in the experiments, it would trace a velocity field
that is definitely not the liquid phase velocity field, because of collisions with numerous
glass particles in its environment. It would also not reflect the solids phase velocity field,
since that can only be traced with a tracer particle that is identical with the solid phase
particles. The only possible way, if any, that the liquid phase could be traced with
CARPT would be to use a very small (micron-size or smaller) neutrally buoyant particle.
For several different practical considerations, including irradiation of such a small
particle and monitoring its motion in the designed setup (Section 3.1), this was not a

feasible exercise.
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For the sufficiently high liquid flow rates studied, one would expect that the liquid
motion would be principally in plug flow. Thus, it was thought that an experiment as
involved as CARPT for the liquid phase may not be needed, and given the infeasibility of
its implementation, an alternative method for studying liquid-phase backmixing should
be employed. This was done by monitoring the liquid phase conductivity using an ionic

salt solution as tracer. The implementation and results are presented below.

3.3.1 Setup and Implementation

Liquid phase tracer experiments were performed by monitoring the conductivity
of the liquid phase (water) in the liquid-solid riser at strategic locations, following the
injection of potassium chloride (KCI) solution into the system. A schematic diagram of
the riser showing the probe locations and injection location is shown in Figure 3-15.

Concentrated potassium chloride (KCl) solution is used as the liquid phase tracer.
The tracer is injected through a specially designed injection setup, which is shown in
detail in Figure 3-14. Point conductivity probes (Microelectrodes, Inc., MI-900 dip type;
5 pin; two of dimensions: % in. X 12 in.; one of dimensions % in. X 3 in.) were utilized for
the measurements. The probes were mounted respectively at the inlet of the riser (28 cm
above the entry level of the eductor and 3 cm above the bottom flange), 8 cm below the
top flange of the riser and at the exit line of the riser (referred to as “mixing cup probe™ in
Figure 3-15).

The top and bottom probes (Figure 3-15) were each 12 inches long and mounted
using Swagelok® Teflon ferrules which allowed for adjustment of the radial position of
the probes in the riser. This was essential because clearly the top and bottom probes only
measure ‘“‘point” conductivity of the liquid phase. For consistent residence time
distribution measurements, one is interested in “flow-averaged” or “mixing cup”
measurements, from which backmixing parameters may be assessed. Since it was
impossible to withdraw iso-kinetic samples from the high velocity liquid-solids flow in
the riser and perform flow-averaged measurements of the ionic tracer concentration, point
measurements were performed and the assumption of taking the point measurements as

representative of the cross-sectionally averaged measurements was verified post-facto.
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For this purpose, the ability to measure the conductivity at various radial locations was

necessary.
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Figure 3-15. Schematic of the experimental setup for liquid tracer measurements
(not to scale).
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The third “mixing cup probe” was installed at the exit line of the riser (Figure 3-
15), which discharges the two-phase liquid-solid mixture into the solids hopper. Indeed,
this adds an extra time lag to the exit response of the riser, and was originally installed
with the idea that this should produce true “mixing cup measurements’.

For accurate and consistent tracer measurements, it is important to inject the
tracer into the process vessel of interest as quickly as possible, so as to approximate an
impulse (delta function). The time scale of injection should be very small as compared to
the mean residence time of the fluid in the system whose RTD is being studied. It is also
necessary to introduce as concentrated a tracer solution as possible, in order to have the

best signal-to-noise ratio and a noise-free RTD tail.

/

WATER
CYLINDER

HIGH PRESSURE N>

Figure 3-16. Schematic of tracer injection system (not to scale). (The valve symbols
are not real valves but represent the possible positions of the three-way valve.)
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In order to assure that these criteria are met, a fast and convenient injection
system was designed and utilized for the tracer injection, following Al-Dahhan (1993).
The detailed schematic of the tracer injection is shown in Figure 3-16. It consists of a
high-pressure stainless steel cylinder that is filled with water and is pressurized with
high-pressure nitrogen gas from a standard cylinder. The exit line from the cylinder
(designated as 1 in Figure 3-16) is connected to a three-way Valco® valve. Following the
exit line 1, there is an “injection loop” (designated as 3 in Figure 3-16) that finally
connects to line 4 that injects the tracer into the riser. The tubing connections and the
three-way valve are connected in such a way that two alternative lines can be created by
varying the position of the three-way valve: 1-3-4 and 2-3-5 (Figure 3-16). (Note that the
valve symbols used in Figure 3-16 are not real positions of valves but represent the
various alternative paths that were created using the three-way valve).

Prior to the tracer injection, line 1-3-4 is opened and 2-3-5 is closed. Pressurized
water from the steel cylinder washes the line, including the injection loop 3.
Subsequently, line 1-3-4 is closed and line 2-3-5 is opened. Using a large syringe, the
tracer solution is injected into the line for sufficient time until excess solution and water
that earlier filled the injection loop 3 is displaced through exit 5. This ensures that the
entire injection loop 3 (capacity of the valve being comparatively much smaller) is full of
tracer solution. Line 2-3-5 is then shut and 1-3-4 is opened very suddenly so that the
water in the cylinder is used to push the entire tracer solution in the injection loop 3
rapidly into the riser through line 4.

For conducting tracer experiments in the riser, it was of interest to use as high a
concentration of tracer (KCl) as possible. A tracer concentration of 0.24 g cm™ was
prepared for this purpose. This is slightly below the saturation concentration of KCl in
water at room temperature (0.26 g cm™), and thus provides the largest possible mass of
KCI for a given volume of tracer solution. A slightly sub-saturated solution was used so
that the salt does not crystallize and deposit in the tubings.

For this tracer concentration, tubes of various volumes were tested in some
preliminary runs. It was found that tracer volume of 25 cm’® or more gave a clear signal

(high signal-to-noise) ratio at all three conductivity probes, including the mixing cup
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probe at the exit. Consequently, a tube of 34.9 £ 0.1 cm’ (measured by actual liquid
displacement) was used as the injection loop. For this volume of the loop, the injection
time was estimate to be less than 0.1 s. (This was estimated by timing the flush out of the
full volume of the water cylinder.) Since the mean residence times in the riser is of the
order of 10s, this washout time of tracer in the injection loop approximates a pulse
injection.

The individual conductivity probes and associated meters were calibrated against
stock solutions of KCI. The calibrations were found to be linear (i.e., the voltage signal
from the conductivity meters were found to be a linear function of the salt mass

concentration).

3.3.2 Experimental Results

The liquid tracer studies were conducted during our preliminary experiments with
the liquid-solid riser setup. The primary conclusion from all the tracer studies was that
the liquid phase was found to be close plug flow under all conditions. This was followed
by a set of preliminary holdup and velocity pattern measurements. Subsequently, the
latter experiments were repeated under controlled conditions under which the solids-to-
liquid flow rates were strictly measured and fixed. Results presented in Section 3.4 and
Chapter 4 for solids holdup measurement and velocity respectively are from this latter set
of runs. However, since the liquid phase exhibited plug flow behavior in all cases in the
preliminary runs, these experiments were not repeated. For these runs, three liquid
superficial velocities were studied: 15 cm/s (44 gpm), 20 cm/s (58 gpm) and 23 cm/s 67
gpm), and the solids flow rate was maintained constant at 8 gpm under each of these
conditions.

The results from two probes are reported: “bottom™ (28 cm above the level at
which the eductor enters the riser and 3 cm above the bottom flange) and “top” (8 cm
below the top flange of riser) (locations shown in Figure 3-13). The positions of the top
and bottom probes were kept constant at the center of the column (7.6 cm (3 in.) from the
column wall). For selected runs, the top probe was moved to three different radial

positions, i.e., at 7.6 cm (3 in.) from wall (center); 5.1 cm (2 in.) from wall; and 2.5 cm (1
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in.) from wall, respectively. Tracer was injected at the center of the column (axial
location of injection point shown in Figure 3-15). For a selected run, the tracer was
injected near the wall. The radial location of probes and injection tubes could be exactly
determined because leak-proof Swagelok® ferrules were employed to allow free radial
movement of the probes and tubes. Three injections of tracer were employed at each
liquid superficial velocity.

Since the measurements made were point responses of liquid conductivity, one
cannot strictly refer to them as residence time distributions but rather only as impulse
responses. Nevertheless, for brevity, they will be referred to as E-curves. Thus, the tracer
curves do not necessarily represent the probability density function (p.d.f.) of the liquid
residence times, since that strictly is an impulse response in which the tracer is distributed
proportionally according to the radial velocity distribution at the inlet and is flow-
averaged before measurement at the exit. Also, both boundaries must be “closed” so that
the mass balance of the tracer is identically satisfied by the E-curve. These theoretical
requirements are difficult to achieve in practice in such multiphase systems with high
flow rates, thus we work with the assumptions made with the full knowledge of the
approximations involved. Wherever possible, the validity of the approximations has been
sought.

The impulse response E(t) is obtained by the following normalization of each

tracer response R(t) (voltage signal from the conductivity meters):

E(t)= __R@) (3-15)

The second equality in equation (3-15) is valid because the relationship (calibration)
between the true tracer concentration C(t) (g cm'3) and the voltage response R(t) (mV) is
linear. The moments of the E-curve are defined as:

W, =t =|tE(t)dt (3-16a)

© ey §
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po = [PE@at (3-16b)
]
o* =I(t — Hy )E(t)dt =H, _/112 (3-16¢)
0
o,t =2 (3-16d)
A

The first moment g of the true E-curve (RTD) is equal to the mean residence
time, i.e., liquid volume divided by the flow rate of liquid through the system. 0% is the
variance of the E-curve about the mean, and op’ is the dimensionless variance as defined
by equation (3-16d) above, which represents the degree of backmixing in the liquid
phase. A dimensionless variance of zero implies plug flow, while a variance of 1.0
represents a completely backmixed liquid phase.

From Figure 3-15, it is clear that the bottom probe response is indicative of the
mixing pattern below the distributor and of the entrance region of the eductor, while the
top probe represents the mixing pattern in the riser as well as below the distributor and
entrance region of the eductor. In order to obtain the response of the riser alone, which is
really the region of interest, the response of the bottom probe needs to be deconvoluted
from that of the top probe. The top probe response is related to the bottom probe response

by:

Emp (t) = J- En'ser (T)‘Ebuuam (t - T)d'l' (3'173)
0

which, in Laplace domain, may be written as:
—E—Iop (S) = En’ser (S) * Ebouom (S) (3- l7b)

where:

E(s)=[e™E()dt (3-17¢)

0
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From equations (3-17b) and (3-17c¢), it can be deduced that {by expanding the exponential

series and comparing terms):

=K, tHK,. (3-18a)

top

O 10p = O riser + O otom (3-18b)
Equations (3-18a) and (3-18b) are used to calculate the moments from the Ej.r by using
the responses for the top and the bottom probes. Dimensionless variance for the liquid
flow pattern in the riser is then calculated using equation (3-16d).

One should note that the equations (3-16)-(3-18) are strictly valid for a series of
‘closed’ systems, i.e., systems that do not allow backflow through the boundaries over
which they are connected. The conductivity measurement probes, being ‘point’
measurement devices, behave as if they are sampling ‘open’ systems. Hence, the
convolution principle strictly does not hold, but as long as we can show post facto that
the departure from plug flow is small, then the ‘closed’ system assumption is justifiable
and the equations (3-16)-(3-18) as used are approximately correct, the error being quite
small.

Figure 3-17 shows typical E-curves for the bottom and top probes at liquid
superficial velocities of 15 cm/s, 20 cm/s and 23 cm/s, respectively. The probes are fixed
to the center of the riser. Clearly, the point conductivity measurements seem to show
some random peaks that are probably caused by mixing phenomena at length scales
intermediate between the particle size and reactor dimensions. The probe samples
individual eddies which contain different amounts of tracer, and not the whole cross-
section at any given instant in time. Thus, depending on the local tracer concentration,
peaks and troughs are visible (Figure 3-17). These peaks are more pronounced in the
bottom probe when compared to the top probe. By the time the tracer solution travels up
the riser and is sampled by the top probe, radial dispersion and consequent cross-sectional
averaging of the tracer concentration occurs, so that the response of the top probe (which

now samples a tracer concentration which is distributed more uniformly across the cross:
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section) is much smoother. It is also noteworthy that the bottom probe itself shows a

delayed and decaying response, indicating the flow pattern in the distributor zone.
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Figure 3-17. Typical E-curves extracted from data recorded at the top and
bottom probes. (a) Uy = 15 cov/s (b) U; =20 co/s (¢) Uy =23 cm/s.
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Tables 3-6, 3-7 and 3-8 list the moments of the tracer curves for the various runs
at liquid superficial velocities of 15 cm/s, 20 cm/s and 23 cm/s. Some of the salient points
which emerge from the data are that at any condition, the mean residence times in the
riser evaluated from the tracer curves seem to be reproducible within 10%. There is
significant deviation in the second moments however, which propagates into deviation in
the dimensionless variance. However, it is noteworthy that in all three conditions studied,
the dimensionless variance of the riser is below 0.1.

There is no noticeable difference between the means of the responses at various
radial locations of the top probe (Tables 3-6 — 3-8), which seems to indicate that the
radial variation of tracer concentration is small at the level of the top probe. Thus, the
point measurements could be assumed to approximate the cross-sectional measurements
at the top of the riser. For the top probe, the mass balance is closed much better as
compared to the bottom probe, probably because the tracer distributes much more
uniformly along the length of the riser and hence the top probe response represents a
much better measure of the cross-sectional (and flow) averaged tracer concentration.

Inspection of Tables 3-6, 3-7 and 3-8 seem to indicate that even though the
average values of mean residence times (across various experiments) are distinct, there is
considerable variation in their individual values. In other words, there is considerable
overlap between the range of mean residence times reported in Tables 3-6, 3-7 and 3-8.
Thus, it is critical to make some statistical evaluation that the experiments do indeed
belong to different groups, and the mean residence times reported in the last column of
the Tables 3-6 — 3-8 do indeed represent a variation with the operating conditions, viz. the

liquid superficial velocity.
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This kind of statistical evaluation can be effected using the standard ANOVA
(ANalysis Of VAriance) technique (Barker, 1994). ANOVA is used to ascertain that the
variation of the average of the mean residence times at the different operating conditions
is indeed greater than the natural variation within the data. In summary, the technique
involves treating the various data sets (three in this case, one for each condition) in
separate groups and evaluating the squared sum of deviations “within” each set. The
squared sums of deviations are then added to yield a single statistic that describes the
variation of data within each set. Next, all the data points are pooled together and treated
as if they came from a single grand set. The mean square of the variables in the grand set
is subtracted from the sum of the mean squares from each individual set. This is a statistic
that signifies the overall deviation of all the data treated en bloc.

Table 3-9 shows the ANOVA table for the analysis done in the present case. From
the above statistics, the mean values are evaluated and compared as the F-value. For a
given level of desired confidence, the calculated F-value is compared against the critical
values tabulated in F-tables given in standard statistics texts (e.g. Barker, 1994). From
Table 3-9, since the calculated F-value far exceeds the critical F-value for 99%
confidence in the sets of data being distinct, we conclude that the mean residence times
tabulated in Tables 3-6 - 3.8 are distinct and not merely an effect of the natural variation

in the data.

Table 3-9. ANOVA Table for Mean Residence Times Data in Tables 3.5-3.7

Sum of Degrees of Mean Feare. Feritical (from
Squares Freedom Square tables)
Pooled 25.41 2! 12.71 26.69 5.66
Data
“Within 10.95 23? 0.47
” Data

iNumber of data sets — 1 (used for calculating variance)
>Total number of data points — Number of data sets (= 9 + 8 + 6 = sum of degrees of freedom in

each set after evaluating variance in each).






