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Stirred tank reactors are used extensively in industry and most often involve multiphase
flows. The fluid dynamics in stirred tanks of even single phase flow is extremely
complex due to presence of rotating internals and regions of large velocity gradients. In
this study, the Computer Automated Radioactive Particle Tracking (CARPT) technique
was implemented successfully to characterize such complex flows in a standard baffled
tank equipped with the Rushton turbine. CARPT was shown to capture the key features
associated with single phase flow like the presence 6f a radial jet in the impeller region
and the recirculating loops above and below the impeller. In addition to providing
standard Eulerian fluid dynamic measures, CARPT also provided valuable new
“Lagrangian” information to the modeling community, like sojourn time distributions in

different zones of the tank, return time distributions to the impeller region, Hurst



exponents, etc. “Dynamic bias” was shown to become significant in the CARPT
measured velocities when the flow time scales are 10-50 times lower than the data
acquisition time, and a systematic experimental effort enabled the quantification of this
effect leading to a needed correction factor. A Monte Carlo based model was developed
which allows a priori prediction of this effect in large industrial systems. The issue of
“flow followability of the tracer” was also addressed by performing novel numerical
experiments which allowed a systematic evaluation of the effect of tracer size and density
on their ability to follow the fluid.

The predictive capabilities of two quasi steady computational fluid dynamic
(CFD) approaches, the multiple reference frame (MRF) and the Snapshot approach were
evaluated. Both of these approaches were shown to predict the single phase flow field
reasonably well with no experimental inputs. Both approaches can be extended to
simulate multiphase flows and offer promise as valuable design tools.

Gamma ray computed tomography (CT) and Computer Automated Radioactive
Particle Tracking (CARPT) were then used to provide detailed local gas holdup profiles
and liquid velocity distributions in two phase flows in the same stirred tank. Such data are
currently not available and this thesis has initiated the creation of a reliable database,
which when extended to include different impeller types and flow conditions, should be
useful. CT is shown to capture the internals of the reactor and features of the flow, like
gas jets emerging from the sparger etc.

The CARPT technique was shown to identify the regime transitions in stirred tank
reactor by capturing the changes in the liquid flow structure. The detailed liquid velocity
profiles obtained from CARPT provide valuable inputs to compartmental models, like
number of compartments to use, location and size of compartments, residence time
distributions of liquid in these compartments, liquid flow rate between compartment to
compartment etc. for reactor design of stirred tanks.

' Attempts at CFD simulations of gas — liquid flows in stirred tanks revealed that
physically based closures for liquid — gas drag, which account for background turbulence,
are currently lacking and must be developed. Current drag closures predict unrealistically
high values of the slip velocity between the gas and liquid. This limits the ability of the

current CFD models to predict gas phase recirculation correctly.



Contents

List of Tables...ccieeeieceececenscsecenee evsanssne resssnssesescses ceeseesenes
List of FigureS..cceecececescererescacenes teseseseesesesesassrsasses cseesesersasensses
Nomenclature............ creresscrcresnense corssrsresnsoncsnsrasesrrenssnsensessanne
Acknowledgements............. N ceesesssesessnsaanssssesennne
1. Introduction.......cceeecueee. eesesessesnseasesanee censorsrrsnsanerasecesnns
1.1  Motivation for the Research.........cccccocvvvviiiinininannnn,
1.2 Research Objectives........ccooevvviiiiinininiiiiiiiniiininann
1.3 Structure of Thesis.......cocovviieiiiininiiiiiiiiiiiiiiininn,
2, Background...cecccercserecccsesecscsscececaseneccncacacecne cresnrecscncnne
2.1  Review of Single Phase Flow Measurements in STR........
2.2  Single Phase Flow Modeling............cccovviiiiiiiniinnnnne.
2.2.1 Numerical Solution of the Navier Stokes Equations...
2.2.2 Models for Turbulence..........ccccvuviievniiinineninn
2.3 Multiphase flows - Experimental Characterization............
2.4  Multiphase flows - Numerical Simulations.....................
3. A Lagrangian Description of Flows in Stirred Tanks via

Computer Automated Radioactive Particle Tracking (CARPT)
3.1 INtroduCtion.......ccoveieviiiiiniiiniiiiiiiiiiii e
3.2  Experimental Set Up........cocoiiniiiiiiiiiiiiiiiii,

3.2.1 The Stirred Vessel.......oviiiiiiiiiiiiiinininiiiininnnn
3.2.2 The CARPT Set ~Up.....cccevevirinrerininiiiinininenennn
3.2.3 The CARPT Technique.........ccocveriniiiiininnnnenn
3.3  Measurement EITOrS.....cccovveviiiiiiiiiiiiiiiiiniiineiiiinennnn
3.3.1 Tracer Ability to Follow the Liquid.....................
3.3.2 Statistical Nature of Gamma Photons...................
3.3.3 Solid Angle Effect.........ccooveveiiniiiiiiiiiiinininin
34  Experimental Conditions...................... esssasaresasneirees
3.5 Results and DiscusSion.......c.vceveviiiiiieiiiiiiiiieininenn.
3.5.1 Validity of Experimental Data...........c.ccccoeuennenn.
3.5.2 Location of the Eye of the Recirculating Loops........
3.5.3 Mapping the Dead Zones in the Stirred Tank...........

3.5.4 Partial Quantification of Dead Zones Using Sojourn Time

Distributions (STDS)....cccvevieiiiiiiinereernerrneieness
3.6  Summary and Conclusions...........cccoeeviniiiiiiiiiiiiiinienn

Characterization of Single Phase Flows in Stirred Tanks via

Computer Automated Radioactive Particle Tracking (CARPT)
4.1  INtroduCtion........ccoeveieiiiiiiiiiiiieiininiiiieieeneaneens

39
39
39
39
40
43

46
47
47
48
48
49
49

52
59

60
60



4.2

43

4.4

5.1

5.2

Results and DisCUSSIONS...cvvverreineeienerrrreneeecierernreseaenns 60

4.2.1 Grid Independence of Computed Mean Quantities...... 61
4.2.2. Comparison of Radial Pumping Numbers from CARPT
with Data in the Literature...........ccooveiieninneiannne. 63

4.2.3 Comparison of Mean Radial Velocity in the Impeller Stream
Obtained by CARPT with Data from the Literature..... 65
424 Comparison of Mean Tangential Velocity in the Impeller
Stream from CARPT with Experimental Data
in the Literature.........ccovvvininiiieniiiniiiieinininenen 69
4.2.5 Comparison of Turbulent Kinetic Energies in the
Impeller Stream from CARPT with Data
from the Literature........c.cocvvveniirniiininiieniiinennnen. 72
4.2.6. Reynolds Shear Stress Distributions from CARPT...... 77
4.2.7 Lagrangian Measures of the Fluid Dynamics in STR.... 78
4.2.7.1 Circulation Time Distributions (CTD) and Mean

Circulation Times (MCT)......cccccveeviiiininnnn. 78
4.2.7.2 Hurst Exponents from Particle Trajectories...... 79
CFD Simulations.......ccocvevivviiiiiniiineniniiineieniininieienenne, 80
4.3.1 Comparison of Mean Radial Velocity in the Impeller Stream
Obtained by CARPT with CFD Simulations............. 82
4.3.2 Comparison of Mean Tangential Velocity in the Impeller
Stream from CARPT with CFD Simulations............ 83
4.3.3 Comparison of Turbulent Kinetic Energies in the Impeller
Plane from CARPT with CFD Simulations.............. 85
Summary and Conclusions........cocvevviiiiiiiiieiiinineninin, 86

Characterization of Errors in CARPT through

Experiments...ccccceceecerecerenecnes seesesesesensrsessasasasnses 88
Evaluation of Tracer Position Reconstruction Strategies...... 88
5.1.1 IntroducCtion.......cccceevereeeieiineneienininineniieinanenn. 88
5.1.2 Background..........cccoviiiiiiiiiiiiiiiiiienieienen 89
5.1.3 Results and Discussions........c.ccvvieviieniininnnnnen 93

5.1.3.1 A Look-up Table Approach..................... 93

5.1.3.2 Full Monte Carlo Approach..................... 98

5.1.3.3 A New Data Acquisition Strategy.............. 102
5.1.4 ConcClusions.......ccocvevininininieierininineninennio, 110
CARPT Dynamic Bias Studies: Evaluation of Accuracy
of Position and Velocity Measurements..........ccoceeunaennn. 110
5.2.1 Introduction........c.ceeevrveveiniereiaiiiininiiennninnnn, 110
5.2.2 The Dynamic Bias Issue.........cccoevvviieiineniianans 111
5.2.3 Experimental Details.........c.cocoeveniiiiininnnniennn. 114
5.24 Details of Numerical Technique........................ 115
5.2.5 Results and Discussions..........coceveviinnininininnn. 118

5.2.5.1 Variation of Radial Bias with Data Acquisition Rate 118
5.2.5.2 Determination of Optimal Data Acquisition Rate 119
5.2.5.3 Limits on Data Sampling Rates............... 121

iv



5.2.5.4 Simulated Effect of Sampling Rate............... 123
5.2.6 CONCIUSIONS...cutireriieiiiiiiniiiieiiiicarmsarieecareenens 125
6 Eulerian Flow Field Estimation from Particle Trajectories:
Numerical Experiments....ccccceecececesesecesecs ceeenee ssessencens 126
6.1 IntrodUCtiON. ....cvvuininiiiiiieruriereriiiecriinieineaennereneonn 126
6.2.0 Details of the Simulations...........ccocveviiiiniiiinnnn 127
6.2.1 Eulerian Flow Field Simulations.............ccoeeivieaeen. 127
6.2.1.1 Computational Model...........c.ooeviiiiinninininnann. 128
6.2.2. Lagrangian Particle Tracking.............coooveveiiinnins 132
6.2.2.1 Modeling Unsteady Drag Terms............ccocvenininnne 133
6.2.2.2 Modeling Effect of Fluid Turbulence on the Tracer Particle 135
6.2.2.3 Details of Trajectory Calculation.................c...eeee. 137
6.2.2.4 Estimating the Eulerian Flow Field from Lagrangian
Trajectories Using CARPT Processing Programs...... 138
6.3.0 Results and Discussions...........ccoevevveieiiniiiiennnnns 140
6.3.1 Roleof Lift FOrce.......cccocvvvriuviiiiniiinininininad 142
6.3.2 Sensitivity to Random Walk Model...................... 145
6.3.3 Effect of CARPT Grid........cccoovenviiininnininninnnnnn 148
6.3.4 Effect of Particle Density and Size...........c..coevenine 156
6.3.4.1 Role of Particle Density..........cccoeveiiviiiiniiiinnnnn.. 160
6.4.0 Summary and ConcClusions.........cccovvviiiiainninenns, 162
Characterization of Gas - Liquid Flow Structures in Stirred
Tank Reactors via Computer Automated Radioactive Particle
Tracking (CARPT) and Computed Tomography (CT)..cccccevueeee 165
7.1 INtroduCtion......ccceovveieiiiiiiiniiiiiiiiniiiieeeeieririaanaaaes 165
7.2  Review of Previous Experimental Measurements................ 166
7.2.1 Qualitative Characterization of Flow through Photographic
StUAIES . . evveeriieiririeiiiieiiiii et 166
7.2.2 Classification of Cavity Structures.........c...ccouveeenne 169
7.2.3 Power Consumption Measurements............cc.coeeeve 173
7.2.4 Overall Gas Holdup Measurements...........coeeeeeueenes 178
7.2.5 Local Gas Holdup Measurements..........ccocevvrinennan 179
7.2.6 Local Bubble Size Measurements............cccenenennnen 182
7.2.7 Liquid Velocity Measurements.........ccoeeveeeneninneenn 184
7.3  Experimental Studies.......ccooovviiiiiiiiiiiniiiiiiiiniiiin 184
7.3.1 Details of Computed Tomography (CT).................. 184
7.3.2. Data Analysis Algorithm...........ccoviiiiiiiiiininnnen. 186
7.3.3 Details of the CT Scanner at CREL........................ 188
7.3.4 Sources of Errors in CT Measurements...........cc....o... 192
7.3.5 Details of the Stirred Tank Set-up........ccocvvieieennnnn 193
7.3.6. Experimental Conditions.........c..cceoveveniniinniniinnes 194
7.4  Results and Discussions..........ccoveeiiiiiiieniiiniiiniiiiiieninan, 195
7.4.1 Qualitative Analysis of Gas Holdup and Velocity
DistribUtions. ....coocveviiiiiiiiiiiiiiiiiiiinnea, 197



7.4.1.1 Analysis of Gas Holdup Distributions in the

Stirred Tank Reactor.........cccoevvevnininininnnnnn. 197
7.4.1.1.1 Analysis of Contours of
Gas Holdups........cccovevveininininnen. 197

7.4.1.1.2 Variation of Average Gas Holdups
with Impeller Speeds and Gas

Sparging Rates.............ccoeueee 200
7.4.1.2 Analysis of Liquid Velocity Distributions Obtained
With CARPT.....civiviiiiiiiiiiiiiiivciincenaeene 202
7.4.2 Quantitative Characterization of Gas Holdup Distributions
and Liquid Velocity Field............ccccooeviviininiinn 208
7.4.2.1 Azimuthally Averaged Radial Gas Holdup
Distributions.....ooceviiiiiiiieiiieiieeeiianrierenennen 208
7.4.2.2 Liquid Velocity Distributions from CARPT....... 211
7.5  Gas Liquid Flow Simulations via Snapshot Approach............. 220
7.5.1 Results and DisCussions.........cccveveveiieiiiiiniiienninne, 221
7.6 CoONCIUSIONS...cuiuiieiiiniieriinrieieiiie it eeeaen 225
8 Summary,Conclusions and Recommendations.....cccececeececercecesecceee 229
8.1  Recommendations for Future Researh...............cccocoveiiiinin, 233
Appendix A Grid Independence of Computed Mean Quantities from
CARPI‘..‘...... ........... 9800000000000 000000F0FF 0000000000000 0000080000000 236
Appendix B Dynamic Bias in CT.....ccccceccecececacenens tesessesssssasensnsnsnns 244
| Bl APPrOACH.....covvieeieeieriereereeneenseereesessesesesereesesanensens 245
B.2 Forward Problem.....cccccoeviceiiiiiiiiniiiiiiniiiienicniniiinennennn 246
B.3  Backward Problem..........c.cccoviiniiiiiiiiiiiiiiiiiiiiiinn 247
B4  Implementation........coccovviviniuiiiininiiiniieiieennieniernninaneae 247
B.5 Results and Discussion of Dynamic Bias Error..................... 248
B.5.1 Dynamic Bias in N*N Pixels.......ccccoceviiinininnni.. 248
B.6  Conclusions on the Dynamic Bias in CT.....................cooi. 251
Appendix C Gas Holdup Variation in STR from Computed Tomography.. 253
C.1  Analysis of Contours of Gas Holdup..........ccocoveviiviiiinnnnnn 253
References.......... cesereesessnsessasesans cestateseressrsnssesescssasnesensane consesensense 258
Vita 277

vi



LIST OF TABLES

2-1
2-2
2-2(a)

2-2(b)
2-2(c)
2-2(d)
2-2(e)

2-2()
2-2(g)
2-2(h)
2-2(i)
2-2()
2-3
2-4
3-1

4-1
4-2
4-3

4-4

Evaluation of Single Phase Experimental Techniques...............

Review of Single Phase Measurements in Stirred Tank Reactor...

Parametric Sensitivity of Fluid Dynamic Measurements in

Stirred Tanks Reported by Rutherford et al. (1996)..................
Parameters of the Systems Used for Validation in this Study......
Verification of Mass Balance.........ccovvivieiiniiiiniiiiinininennn

Location of Eye of Circulation Loops...........ccoceiviieinininnni.

Independence of Dimensionless Mean and Turbulent Kinetic
Energy with Scale and Re.......cc.ccoviviniiiiiiiiiinnniininiin
Extent of PeriodiCity........covvivnininiiiiiiniiininiiiiniiininnnnan
Trailing Vortex Characterization...........c.c..coeveivuiiniiinenne.
Radial Pumping Number.........cccovvviiiiniiiniiiniiinn,
Maximum Mean Velocities and Turbulent Kinetic Energy......
Data Acquisition Rates and Accuracy of Measurement...........
Summary of Equations Used for the MRF and the SA Models...
Models that Numerically Solve for the Flow in Stirred Tanks....

Location of the Eye of Circulation Loops (T= D= tank diameter).
Different Moments of the STD Curves in Various Axial Zones
in a Batch Stirred TanK..........c.cocoviuiiiiiiiiiiiiininn,
Details of the Grids Examined in this Study..............ccoovenanee

Comparison of Radial Velocities at the Impeller Tip...............

Comparison of recent reports of Radial Velocities at the Impeller

Tip from LDA Measurements with CARPT.........................

Comparison of Tangential Velocities at the Impeller tip............

vii

10
12
18

18
19
19
19
20
21
25
28
50

57
61
66

68
70



4-6
4-7

5-1
5-2(a)
5-2(b)
5-3

5-4

6-3
A-1
B-1
B-2

Comparison of Tangential Velocities at the Impeller Tip from
LDA Measurements with CARPT..........coeviiiviiiiiiiiiiinnnan,
Comparison of Radial Turbulent Velocities at the Impeller tip...

Comparison of Tangential Turbulent Velocities at the Impeller

Comparison of CFD predictions of Radial Velocities at the
Impeller Tip....covveeiiiiiiiiiiiiiiin e
Comparison of CFD predictions of Tangential Velocities at the
Impeller THP.....covvvvniiiiiiiiiiiiin e
Calibration Information Organized as a Lookup Table............
Reconstruction Accuracy Using Model M............ooeennnen.
Reconstruction Accuracy Using Model Mj.......ccooveniniannnn.
Summary of Reconstruction Accuracy of 36 Test Locations (1
Radial Location, 3 Axial Locations and 12 Angular Locations)..
Summary of Reconstruction Accuracy of 36 Test Locations (1
Radial Location, 3 Axial Locations and 12 Angular Locations)
After Hiding 8 Detectors.....ccoovviiriiriieiineiiiieniiienininene
Initial Conditions for Particle Tracking Algorithm.................
Gridding Schemes Used for Recovering Eulerian Information
from Lagrangian Trajectory Data...........cocoevveiniiiininn..
Comparison of Time Scales of Light and Heavy Tracer............
Details of the Grids Examined in this Study..........................
True Time Averaged Distribution for Input Type L..................
Reconstructed Time Averged Holdup for Input of Type 1.........

viii

71
73

75

83

84
95
97
98

107

107
132

149
160
236
250
250



List Of Figures

2-1
2-2
2-3

24

2-5(a)

2-5(b)
26

2-9

2-10

3-2(a)
3-2(b)
3-3
34
3-5

Classical Flow Structure in Stirred Tank Reactors..........ccccccvvvennnnnn
Details of the Stirred Tank Internals......cooveveeiiiiiiiniiiarecneecienenn
Effect of Blade and Disc Thickness Ratio on Mean Radial Velocity at

Effect of Blade and Disc Thickness Ratio on the Radial Root Mean
Squared Velocity at r/T=0.17, Rutherford et. al.(1996)....................
Schematic Depicting Ensemble Averaged Measurement in STR.........
Schematic Depicting Phase Averaged Measurement in STR.............
Comparison of Predicted Radial Profiles of Axial Mean Velocity
(liquid) with Experimental Data at z/R=0.33 and Qg=8 I/min............
Comparison of Predicted Radial Profiles of Tangential Mean Velocity
(Liquid) with Experimental Data at z/R=0.33 and Qg=8 I/min.........
Comparison of Predicted Radial Profiles of Turbulent Kinetic Energy
with Experimental Data at z/R=0.33 and Qg=8 I/min.....................
Comparison of Predicted Drop in Power Consumption at Different
Gas FIOW Rates......cccuviviiiuinieiiieiiiiiiiiierininceiieneneeeecanases
Comparison of Predicted Overall Gas Holdup with Experimental Data
Stirred Tank of the Holland-Chapman Type Used for the CARPT
Experimental Study........cocoviiieiiiiiiniiniiii
Top View of CARPT Set-up for the Stirred Tank...........c..ccoooeeii
Front View of CARPT Set-up for the Stirred Tank........................
Details of the CARPT Tracer Particle........ocoovveiiiiiiiiniiiininnnenn,
Details of Calibration Procedure...........cccveveiuieiieiiniiiiiiiieciiininn

Calibration Map for Detector #1.........ccoevviviuininiiiiiiiinniinnie.

ix

11

11

14

15

34

35

36

36
37



3-6

3-7

3-8
3-9(a)
3-9(b)
3-10
3-11

3-12

3-13
4-1(a)
4-1(b)
4-1(c)
4-2
4-3
4-4
4-5
4-6

4-7
4-8
4-9
4-10

4-11(a)

4-11(b)

Projection of the Particle Trajectory in a Vertical Plane at N=150 rpm

FOr30 S cuiiniiniiiiiiiiiicii e 46
Projection of the Reconstructed Particle Position at N=150 rpm (Top

View for 1 hrofthe 16 hr RUN).....oveiiiiiiiiiiiiiiiiiiiiiiieiinieenennn 48
Azimuthally Averaged Velocity Vector plot at N=150 rpm............... 50
Dead zones from Flow Visualization Studies (Kemoun, 1995)........... 51
Map of Dead Zones from CARPT.........ccccvviviviiiiiinininiininnininn 52
Compartmentalization of the Stirred Tank into Axial Zones.............. 53
Probability Density Functions of the Sojourn Time Distributions in

Different Axial Zones of the STR from CARPT Data..................... 56
Axial Variation of the Mean and of the Standard Deviation of the

A D 56
Axial Variation of the Skewness and Kurtosis of the STDs............... 58
Radial Profile of Radial Velocity at Z;=D/3.........c.covviriiiiiininnn 62
Axial Profile of Axial Velocity at rj=D/6.........ccocoviiviiininaninn 62
Radial Profile of Tangential Velocity at Z;=D/3.........cccovvveneninnnane 63
Radial Profile of Radial Pumping Number.............c.cocoiviiiinnin, 64
Radial Velocity Profile in the Impeller Stream.............cccooveviiiinin 66
Axial Profile of Radial Velocity at the Impeller Tip..................... 67
Radial Profile of Tangential Velocity in the Impeller Stream............ 69

Axial Variation of the Tangential Velocity in the Impeller Stream at

the Impeller Tip......cocvviiiiiiiiiiiiiiniiiiii e 71
Axial Profiles of V,/Vy in the Impeller Plane...........ccoveerveennnnn. 73
Axial Profile of Vg/Vp in the Impeller Plane.........cc.ceecvrrveenneene 74
Profiles of Turbulent Kinetic Energy...........cooviviviiinininininnnnn 75
Fraction of Total Turbulent Energy Associated with a Particular
Range of Frequency (0-0).....cccvviviiiiiiiiiiiiiiiiiniiiiiiiiininn, 76
Contours of Reynolds Shear Stresses in the Plane Including the 77
Baffles...ccccieiiiiiiiiiiiiii e
Visualization of Trailing Vortices using Fluorescent Fluid............... 78



4-12
4-13
4-14
4-15

4-16(a)

4-16(b)
4-17

5-1
5-2
5-3
54

5-5

5-6
5-7
5-8
5-9(a)
5-9(b)
5-10
5-11

5-12

5-13

5-14

Circulation Time Distribution in the Impeller Region at N=150 rpm....
Hurst Exponents from the Lagrangian Particle Position r(t) in STR.....
View of 3-D grid Used for MRF and Snapshot Simulations............
Comparison between Predicted and Measured Radial Velocity Profile
in the Impeller Stream.........ccocvviiiiiniiiiiiiinnii
Comparison between Predicted and Measured Radial Profile of
Tangential VeloCity.........ccevvieriiiniiiiiiiiiiniiiiinnnn,
Comparison of CFD Predicted Tangential Velocity with LDA Data....
Comparison between Predicted and Measured Radial Profile of
Turbulent Kinetic Energy.........cocovevvvirveniniiiiiiniiiciinnn,
Calibration Map Obtained in a Plexi Glass Stirred Tank Reactor........
Calibration Map Obtained in the Stainless Steel Reactor..................
Reconstruction of 3528 Known Calibration Points...............c.coeuiee

Reconstruction of Unknown Test Points Located at (r=0cm, 6 =0° z

Generation of a Fine Grid of Calibration Data Either by Monte Carlo
Simulations or through Experiments........c....cocovveiiiieniiiiiinininnn.
Reconstruction of 3528 Known Calibration Points.........................
Generate a Fine Mesh Around Closest Node............coooveveninianinnn
Comparison between Measured and Simulated Counts....................
Photo Energy Spectrum Obtained in a Plexiglass Column................
Photo Energy Spectrum Obtained in a Stainless Steel Reactor...........
Comparison between Measured and Simulated Counts....................
Calibration Curve Obtained in S.S. Column by Acquiring Photopeak
Fraction AlOne.........ccvviviiiniviiiiiiiiiiiiiiiiiiii i e,
Reconstruction of 396 Known Calibration Points Projected Onto an
FZPlane......cocoiviiiiiiiiiiiiii
Details of Reconstructing 12 Test Points (r=7.2 cm, 6=15°-345°,
z=5.0cm) from 3072 Instantaneous Samples Acquired at 50 Hz.........

Variation in o, and o, with the Sampling Frequency......................

Xi

79
80
81

82

84
85

86
89
91
92

93

94
96
96
99
100
100
101

103

104

105
106



5-15
5-16(a)

5-16(b)

5-17
5-18
5-19
5-20
5-21

5-22

5-23

5-24
5-25
6-1(a)
6-1(b)
6-2(a)
6-2(b)
6-3

6-4(a)
6-4(b)

6-5
6-6(a)

Analyze Effect of Detector Configuration on Reconstruction Accuracy 108
Variation of Radial and Axial Bias with Number of Detectors Used
for RECONSIIUCLION. .. vuiviiniererireeniiitiiieiinriiirnrnreieeenenenerneen 109

Variation of o, and 6, with Number of Detectors Used for

RECONSIIUCHON. ..vvtivvenerrnereeiaeernreenerieeseensenieeenseenennsnneernnns 109
Calibration Map for Detector #1..........ccoivviiiniiiiiniiniiiinninin.. 112
Cartoon Illustrating the Concept of ‘Dynamic Bias’ ...................... 113
Dimensions of Stirred Tank Reactor............cccvviiiviiiiiieniiininnn 114
Modeling Internals using Monte Carlo Simulation........................ 116

Parity Plot of Predicted vs Measured Calibration Counts Registered by

D o1 00) oF ;3 F g PP 117
Variation of Radial Bias with Data Sampling Rate (Vi = 0.21 - 2.79

1172) 1S S 118
Variation of Estimated V¢/Vy;, vs Data Sampling Rate (Vyip =1.05 -

VA LR 1171 TR 120
Errors in CARPT due to Nature of Experimental Technique............. 121
Simulated Dynamic Distance vs Count Map for Detector #1............. 124
2-D Domain with Boundary Conditions..........ccccovvvieiiiiinnninin. 127
Details of Grid......cccoenirereeiniininieiiiiiirie e 130
Grid Dependence of Horizontal Velocities...........ocoviieieeaeinnnnnn. 131
Grid Dependence of Turbulent Kinetic Energy............c.coeveniiaiin 131
Snapshots of Simulated Particle Trajectories at Different Instants in

V) 1 17T P 139
2 -D vector plot from Lagrangian Trajectories...........cc.coceenneneee. 140
2 — D Contour of Turbulent Kinetic Energy from Lagrangian

B8 ;|10 o LT g PPN 141
Sequence of Numerical Experiments..........ccovveeiiiiiiinnniennnnnaen. 141

Sensitivity of Lagrangian Estimate of Horizontal Velocity Obtained

with Heavy Tracer with Lift Force..........ccooeviviiiiiiinnin, 143

Xii



6-6(b)

6-6(c)

6-7(a)

6-7(b)

6-7(c)

6-8(a)

6-8(b)

6-9(a)

6-9(b)
6-10

6-11(a)

6-11(b)

6-12(a)

6-12(b)

6-13(2)

Sensitivity of Lagrangian Estimate of Vertical Velocity Obtained with
Heavy Tracer with Lift FOIce ........ccocvvviiiiiiiiiiiiiiiiinninnnn
Sensitivity of Lagrangian Estimate of Turbulent Kinetic Energy
Obtained with Heavy Tracer with Lift Force................ccooiiiiiiiis
Sensitivity of Horizontal Velocities Obtained with Neutrally Buoyant
Tracer with and without Lift Force.............cocoovviiiiiiiiiininn.
Sensitivity of Vertical Velocities Obtained with Neutrally Buoyant
Tracer with and without Lift Force............cocovvviiiniiiiiiiinininn,
Sensitivity of Turbulent Kinetic Energy Obtained with Neutrally
Buoyant Tracer with and without Lift Force...........c.ccoeoevennninann.
Velocity Estimates Obtained with DRW and CRW Turbulence
MOGEIS....uieieiieiitinieiire e e
Turbulent Kinetic Energy Estimates Obtained with DRW and CRW
Turbulence Models........ccoveviiiieiiiiiniiiiiiiininiiiceaes

Sensitivity of Return Time Distributions to Turbulence Model (CRW

Sensitivity of Return Time Distributions to Particle Density............
Comparison of Eulerian Velocity (Eul) with Lagrangian Estimates
Obtained with Half (ha200) and Quarter (q200) Grids..................

Variation of Fractional Occurence with Sampling Frequency for Half

Variation of Fractional Occurence with Sampling Frequency for
Original Grid........coovuviviiiiniiiiiiiiiiiiiir e
Variation of Horizontal Velocity with Sampling Frequency for Half

Variation of Horizontal Velocity with Sampling Frequency for
Original Grid........cooviiiiiiiiiiiviiiiiiiii e
Comparison of Horizontal Variation of Turbulent Kinetic Energy
Obtained with Quarter (q200) and Half (ha200) Grids at 200Hz......

Xiii

143

144

144

145

146

146

147
147

150

151

151

153

154

155



6-13(b)

6-14(a)

6-14(b)

6-15(a)

6-15(b)

6-16(a)

6-16(b)
6-16(c)

7-1
7-2

7-3

7-4

7-5

7-7(a)

7-7(b)

Comparison of Vertical Variation of Turbulent Kinetic Energy
Obtained with Quarter (q200) and Half (ha200) Grids at 200Hz......
Horizontal Velocity Estimates Obtained with Dense and Large
Particle on Quarter (r3_quart) and Half (r3_half) Grids..................
Vertical Velocity Estimates Obtained with Dense and Large Particle
on Quarter (r3_quart) and Half (r3_half) Grids.........c....ccceeenininn.

Sensitivity of Lagrangian Estimates to Density of Tracer (13 = Heavier

Effect of Particle Density on Lagrangian Estimate of Horizontal
VEIOCItY...enieiniiiiiiiiinii i e
Effect of Particle Density on Lagrangian Estimate of Vertical Velocity
Effect of Particle Density on Lagrangian Estimate of Turbulent
Kinetic ENergy.....coeucveiiiiiiiiiiieniiiiiiiiniiiiiiiniiinenencnneen
Mechanism of Cavity Formation.............c.ccceveninnes T
Stable Cavity Formed at Higher Impeller Speeds and Gas Sparging
Rates (Reproduced from Bruijn, et. al., 1974).........c.ccoveeniininnnnn.
Flow Regime Map for CT+CARPT+CFD Data Obtained in Stirred
Tank Reactor ....ccovvvevuiiiiiiiiiiiiiniiiin e

Change in RPD with Increasing Gas Sparging Rate at Fixed Impeller

Reduction of Power Uptake by Single Impeller in a Gassed STR from
Warmoeskerken, 1986 (T=1.2m, D=0.48m, H=T).........cc.ceceeevennin
Comparison of Power Uptake Predicted by Cui et. al. Correlation with
other Correlations. .........covvveniiiiiiiiiiiiiiiniii e
Radial Profile of Gas Holdup at Impeller Plane at Fr=0.29 and
F1=0.05,0.09 and 0.12.......ccccveninriiiiiiniiiiiiiininnieeeaen
Radial Profile of Gas Holdup at Z/T=0.4 at Fr=0.29 and Fl=0.05,0.09
ANA 0,12 i e e s

Xiv

155

157

157

158

158

161
161

162
167

168

172

174

177

178

180

181



7-8

7-9
7-10

7-11

7-12
7-13

7-14

7-15

7-16

7-17

7-18(a)

7-18(b)

7-18(c)

7-19(a)

7-19(b)

7-20

7-21

Bubble Size and RPD Variation with Fl at Impeller Tip (Lu et. al.,

Schematic of CT Beam Passing through one Pixel......................... 186
Schematic Diagram of the CREL Computer Tomography Scanner

with the STR Installation (Front View)........ccccocvieiiinnieniiiinenninnn 189
Schematic Top View of the CREL Computer Tomography (CT)

Scanner with the Stirred Tank Installation, at One Specific Location of

the Gantry Plate (Note that Dimensions and Angles are not to Scale

and have been Exaggerated for Clarity)..........cccooeviiiiviniiiniinannn 190
Details of New Collimator Used for Current Study..........ccccounenenen. 191
The Adjusted Photoenergy Spectrum of the Radiation Emitted by

Cs'®7 Received by the Seven DeteCtors. .. uuureeereererriereeverereeernnn: 191
Details of Sparger Design........cccoveviiiiiiiiiciiiniiiiinni, 193
Details of the Stirred Tank Set-up Used for Gas —-Liquid Studies........ 194
Reconstruction of Internals of the Stirred Tank Reactor.................. 195

CT Scan of the Plane Just Above the Sparger (Z=5.0 cm, Z/T=0.25).. 196
Gas Holdup Distribution at Fl=.112, Fr=0.042 (N=150 rpm, Q=5.0

I/min) and Z=5.0 cm (Z/T=0.25)....cccoiiiiiniiniiiiiiiiiiiiiiiiiinn, 198
Gas Holdup Distribution at Fl=.112, Fr=0.042 (N=150 rpm, Q=5.0

1/min) and Z=10.0 cm (Z/T=0.5)...c.cctieriiiiiiiieiiiiiiiiiiiniiienn 198
Gas Holdup Distribution at Fl=.112, Fr=0.042 (N=150 rpm, Q=5.0

I/min) and Z=15.0 cm (Z/T=0.75).....ceevriieiiiiiiiiininiiiiiiiiiiiininnnn 199
Variation of Overall Gas Holdup with Gas Sparging Rate at Different
Impeller SPeeds.......ovvviiiniiiinimiiiiiiiiiinc i 200
Comparison of Overall Holdup from CT with Predictions of

[0y (I L ) 1 ST PPN 201
Azimuthally Averaged V,-V, Plot at FI=0.042 and Fr=0.0755 (N=200

rpm, Q= 2.5 I/min, S33 Regime)........cccvvviiiniiiniiiiniiiiniininenes 202
Azimuthally Averaged V.-V, Plot at FI=0.084 and Fr=0.0755 (N=200

rpm, Q= 5.0 I/min, RCRegime).....c.cocuvvruiiniiiiiiniiiiiiniininiien 203

Xv



7-22

7-23

7-24

7-25

7-26(a)

7-26(b)

7-26(c)

7-27(a)
7-27(b)
7-28(a)

7-28(b)

7-29(a)
7-29(b)
7-30(a)
7-30(b)
7-30(c)
7-31(a)
7-31(b)
7-32

7-33(a)

Azimuthally Averaged V-V, Plot at Fl=.112 and Fr=0.042 (N=150

rpm, Q= 5.0 /min, RC Regime).........cccoeviviiiiiiiiininiiiniiiininannn 204
Azimuthally Averaged V,-Vg Plot at F1=0.042 and Fr=0.0755 (N=200

pm, Q= 2.5 I/min, $33 Regime) at Z=0 cm (Z/T=0).........ccceeeruneen. 205
Azimuthally Averaged V,-Vy Plot at F1=0.042 and Fr=0.0755 (N=200

rpm, Q= 2.5 I/min, $33 Regime) at Z=4.0 cm (Z/T=0.2).................. 206
Azimuthally Averaged V,-Vg Plot at F1=0.042 and Fr=0.0755 (N=200

rpm, Q= 2.5 I/min, $33 Regime) at Z=6.66 cm (Z/T=0.33)............... 207
Influence of Gas Sparging Rates on the Radial Variation of Gas
Holdup at Fr=0.019(N=100 rpm), Z/T=0.25.........cccceerererrininiinen, 208
Influence of Gas Sparging Rates on the Radial Variation of Gas
Holdup at Fr=0.019(N=100 rpm), Z/T=0. 5.....c.cccoeviiririiiinrinininnen. 209
Influence of Gas Sparging Rates on the Radial Variation of Gas
Holdup at Fr=0.019 (N=100 rpm), Z/T=0.75 .....cccceviviiiuiiinnannnnnns 210
Radial Profile of Radial Liquid Velocity at Sparger Plane Z=3.75cm 212
Radial Profile of Radial Liquid Velocity at Impeller Plane Z=6.75cm 213
Radial Profile of Tangential Liquid Velocity at Sparger Plane Z=3.75

(07 13 VA PP 213
Radial Profile of Tangential Liquid Velocity at Impeller Plane, Z=6.75 214

cm

Radial Profile of Axial Liquid Velocity at Sparger Plane Z=3.75 cm... 215
Radial Profile of Axial Liquid Velocity at Z=10.25cm................... 216
Axial Profile of Radial Liquid Velocity at r=2.0 cm..........c..coeueeeeee 217
Axial Profile of Radial Liquid Velocity at r=3.75 cm..........c.coeeueeee. 217
Axial Profile of Radial Liquid Velocity at r=6.25 cm...................... 218
Axial Profile of Tangential Liquid Velocity at r=2.0 cm.................. 218
Axial Profile of Tangential Liquid Velocity at r=3.75 cm................. 219
Radial Profile of Turbulent Kinetic Energy at the Impeller Plane........ 220
Predicted Flow Field for N3Q1 Case. Left: Vectors of Liquid Phase;
Right: Vectors of Gas Phase...........coccovviiiiiiiiniiiininnnnnnnn. 222

Xvi



7-33(b)

7-34(a)

7-34(b)

A-1(a)
A-1(b)
A-1(c)
A-1(d)
A-1(e)
A-1(f)

A-2(a)
A-2(b)
A-2(c)
A-2(d)
A-2(e)
A-2(f)

A-3(a)
A-3(b)
A-3(c)
A-3(d)
A-3(e).
A-3(f)

B-1

B-2
B-3

Predicted Flow Field for N3Q3 case. Left: Vectors of Liquid Phase;
Right: Vectors of Gas Phase...........ccccocviviiiiiiiiiniiiiinnininn 222
Predicted Flow Field at N3Ql. (Left: Contours of Turbulent Kinetic
Energy; Right: Contours of Gas Holdup). Ten Uniform Contours of
Maximum Value =0.1 (Black) and Minimum Value =0 (Blue)........... 223
Predicted i“low Field at N3Q3. (Left: Contours of Turbulent Kinetic
Energy; Right: Contours of Gas Holdup). Ten Uniform Contours of

Maximum Value =0.6 (Black) and Minimum Value =0 (Blue)........... 223
Radial Profile of Radial Velocity at Z;=D/5..........ccovvviiiiiiienenn. 237
Radial Profile of Radial Velocity at Z;=D/3.......ccccccvvvivininininnnns 237
Radial Profile of Radial Velocity at Z3=D/2..........cccoveivininnnnns 238
Axial Profile of Radial Velocity atrj=D/6 ........cccoeevnveviinrinannnn. 238
Axial Profile of Radial Velocity atr;=D/3 .....ccociiiiiiiiiiiiininnnn 238
Axial Profile of Radial Velocity at r3=2D/5......cc.cceovinviininnnne. 239
Radial Profile of Axial Velocity at Zj=D/5..........cccvevvurninnnne. 239
Radial Profile of Axial Velocity at Z;=D/3 .......cccoveviiiiiiiiinininn 239
Radial Profile of Radial Velocity at Z3=D/2.........ccccovveiiiiiininnnnnn 240
Axial Profile of Axial Velocityatr=D/6  ........ccevvvinennnnen. 240
Axial Profile of Axial Velocity atr;=D/3......coovvvviviiiiinininininnn 240
Axial Profile of Axial Velocity at r3=2D/5......c.c.cccvvuverinininnnns 241
Radial Profile of Tangential Velocity at Z;=D/5............covunennnn. 241
Radial Profile of Tangential Velocity at Z;=D/3..........c.cocvvvenenenn 241
Radial Profile of Tangential Velocity at Z3=D/2.........ccoceiuiinenen. 242
Axial Profile of Tangential Velocity at rj=D/6..........cocoevininnnnn 242
Axial Profile of Tangential Velocity at r=D/3........ccocviininininn 242
Axial Profile of Tangential Velocity at r3=2D/5..........c.cocvenininnns 243
Schematic of Radiation Received by Detector Traveling through

Column Media.......c.cooiiiiniiiniiieiiiiiiiiiiiiii e 245
Details of Simulated Gas Holdup Fraction..........c.ccooevuiiianannnnnen. 247
The Parameters are At=.01s;1=.0327s,Al,,=.125,Nsample=100......... 249

Xvii



B4

B-5

B-6

C-1(a)

C-1(b)

C-1(c)

C-2(a)

C-2(b).

C-2(c)

Comparison of True Time Average with Reconstructed Time Average
for Input of Type 1 ona4 X4 Pixel......ccccvvvvvinininiiiiiiininnninan
The Parameters are At=1e-3 s;t= 0.0327s,Al,,=0.125,Nsample=100...
The Parameters are At=1e-2 s;1=0.00327s,Al,,=0.123,Nsample=100...
Gas Holdup Distribution at Fl = 0.042 and Fr = 0.0755 (N = 200 rpm,
Q=251/Min)and Z=5.0CM...cccceeriiriiririiiiiernirernreesiecnenns
Gas Holdup Distribution at Fl = 0.042 and Fr = 0.0755 (N = 200 rpm,
Q=251/min)and Z=10.0CM......ccoeeurinririiiiieniiiiniiiiiniiiann
Gas Holdup Distribution at Fl = 0.042 and Fr = 0.0755 (N = 200 rpm,
Q=25Vmin)and Z=15.0CM....c.ccovivvriiiiiiiiiiiiiiiiiiiiiinnaen.
Gas Holdup Distribution at Fl = 0.0842 and Fr = 0.0755 (N = 200
pm, Q=5.0/min)and Z=5.0CmM.......ccoviiiiiiiiiiiiiniiinniininnn
Gas Holdup distribution at Fl = 0.0842 and Fr = 0.0755 (N = 200 rpm,
Q=50Vmin)and Z=10.0CM....cccevviiiinininiiiiiiieniininiiienenn
Gas Holdup Distribution Fl = 0.0842 and Fr = 0.0755 (N = 200 rpm,
Q=50l/min)and Z=15.0CM.....ccceviiiiiiiiiniiniiirinininiiiininne,

Xviii

249

251

251

253

254

254

255

255

256



Nomenclature

Chapter 3

D, T, Dy
Di

Hr
N

LR

Greek symbols

A
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Tank Diameter (cm)
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Height of Liquid in tank (cm)
Rpm

radial distance (cm)

mean radial velocity (cm/s)
mean tangential velocity (cm/s)
mean axial velocity (cm/s)
Axial Distance
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Incremental change
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Fourth moment of the STD
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dp
D
Dy
Ci

Qliq
Aimpeller
X

particle diameter in mm

Tank diameter in m

Impeller diameter in m

Curies unit of Radioactivity

Impeller diameter based Reynolds number

Radial distance in m

Number of Revolutions made by the impeller in one minute
Dimensionless Radial Pumping Number
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Tangential rms in m/s

Dimensionless Turbulent Kinetic Energy
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XX



Veritical co-ordinate, m

U Horizontal velocity, m/s
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Chapter 1
Introduction

1.1 Motivation for the Research

Stirred tank reactors are extensively used in a variety of industries like the paper and
pulp, pharmaceutical, fine chemicals, food industry etc. A large number of these
applications involve multiphase flows. In designing such reactors, understanding the fluid
dynamics is critical particularly when the reaction rates are faster than or comparable to
the mixing rates. Characterization of fluid dynamics implies the quantification of
velocities and turbulence parameters in every region of the reactor. In this work, we

examine the fluid dynamics of both single and multiphase flows in stirred tanks reactors.

Although single phase flows in stirred tanks have been extensively studied using different
experimental techniques like Streak Photography (SP) (Cutter, 1967), Hot Wire
Anemometry (HWA) (Fort et al., 1982), Laser Doppler Anemometry (LDA) (Schaeffer
and Hofken, 1999) and Digital Particle Imaging Velocimetry (DPIV) (Myers et al,,
1997), all these techniques provide only Eulerian measurements where, every point or
local region is characterized independently. Such measurements do not directly provide
the three-dimensional information of large structures, which are responsible for mixing
(Lamberto et al.,1996; Roussinova and Kresta, 1999; Hasal et al., 2000). Why is this
information important? The phenomenon of mixing, as currently visualized (Ottino,
1989; Baldyga and Bourne, 1984) is one of a cascade of turbulence occurring from the
largest scales of the flow to the smallest scales of flow. This occurs through a complex
process of continuous evolution and transformation of eddies of larger size to medium
size and to ever smaller sizes through vortex stretching and other related phenomena. It is

this cascading process that represents the rate limiting step in mixing. Given this, the
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Lagrangian nature of the Computer Automated Radioactive Particle Tracking (CARPT)
experimental technique, where we follow the tracer particle as it moves around the
vessel, makes it well suited for obtaining information on large flow structures. From the
CARPT tracer particle trajectories, we hope to quantify the mixing caused by the large

structures at least partially.

Characterization of multiphase reactors is further complicated by the presence of the
dispersed phase which has its own fluid dynamic characteristics i.e. its own velocities,
fluctuations etc. Therefore, the design of multiphase reactors, where reaction rates are
faster than mixing or comparable to mixing, requires the fluid dynamic information of
both the phases. The existing measurement techniques are restricted to characterizing
multiphase flows with very low holdups of the dispersed phase. This is primarily because
the non-invasive techniques like LDA and DPIV are optical techniques. With increasing
holdup of the dispersed phase the vessel becomes progressively more and more opaque
and we can no longer “see” into it with our usual tools. Hence, fluid dynamic
characterization of such flows is often restricted to measuring global parameters like the
relative power demand, overall gas holdup, critical speed for suspension or for ultimate
homogenization (Dohi et al., 1999; Katsanevakis and Smith, 1999). Global parameters
tend to conceal the detailed local information, which often contains the clues to the
mixing rates (Gosman et al., 1992). Very few papers exist (we have identified a handful
which are reviewed in Chapter 2) which provide local fluid dynamic measurements in
multiphase flows. Without such local information the rational design and scale-up of
multiphase flows in stirred tank reactors is not possible. At CREL and elsewhere CARPT
and CT have been successfully applied in a variety of multiphase reactors (Chaouki et al.,
1997a, 1997b) viz. bubble columns (Devnathan, 1991; Degaleesan, 1997), Liquid Solid
Risers (Roy and Dudukovic, 2001) etc. These are non-optical techniques, which can be
used regardless of the magnitude of the dispersed phase holdup. The CARPT technique
provides the detailed local fluid dynamic information throughout the entire reactor such
as the local velocities, the turbulence parameters. CT provides detailed time averaged

local holdup profiles in various planes of the entire reactor and also yields the global
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holdup which is the only variable measured with existing experimental techniques.
Together CARPT and CT can provide the detailed local fluid dynamic information in the
same setup and under identical operating conditions which would increase our

understanding of multiphase flows.

The inability of existing measurement techniques to provide Lagrangian information in
single-phase flows, and limitations on their use in multiphase flows with high dispersed
phase holdup, provide the motivation for the current work and the implementation of

CARPT/CT in single phase and multiphase stirred tanks.

1.2 Research Objectives
The specific objectives of this work are:
e To investigate the single phase flow field in stiﬁed tanks with CARPT and
provide quantitative estimates of the capabilities of the technique.
e To develop a data base using CARPT - CT in gas — liquid flows in stirred tanks at
high gas holdups where other techniques fail.
e To critically evaluate the ability of commercial CFD codes to predict the observed

flow fields in single and two phase flows in stirred tanks.

1.3 Structure of Thesis

In Chapter 2 the single phase and multiphase experimental data and CFD predictions of
such data available in the literature are discussed. In Chapter 3 and Chapter 4 details of
single phase CARPT measurements in the STR are presented. In Chapter 3 qualitative
validation of the CARPT results is presented and in Chapter 4 detailed quantitative
validation of the CARPT results is given. In Chapter 5 and 6 the efforts to understand and
model the different sources of errors typically arising in CARPT measurements are
discussed. In Chapter 7 the two phase flow results obtained in the stirred tank reactor via
CARPT and CT are outlined. In Chapter 8 the conclusions and recommendations

resulting from this study are presented.



Chapter 2

Background

2.1 Review of Single Phase Flow Measurements in STR

Many stirred tanks are equipped with a disk turbine, which is a radial flow impeller
that generates the well-known circulatory flow pattern in a baffled cylindrical tank
(refer to Figure 2-1). Impeller rotation imparts the radially outward flow through the
vertical periphery of the impeller swept volume. This high-speed radial jet entrains
the surrounding fluid and slows down as it approaches the tank wall. Near the tank
wall, the jet stream splits into two portions, one of which then circulates through the
upper and the other through the lower portion of the tank and each is finally drawn
back into the impeller region. Many investigators confirm this qualitative picture of
the flow (Van Molen and Van Maanen, 1978; Yianneskis et al., 1987, Wu and
Patterson, 1989; Ranade and Joshi, 1990). However, a detailed quantitative

comparison of the reported data exhibits considerable scatter.
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Figure 2-1. Classical Flow Structure in Stirred Tank Reactors
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The difference in the performance characteristics of the measurement techniques
used is one of the major reasons for the observed scatter in the reported data. A brief
description of the different techniques along with the differences between them is
briefly summarized in Table 2-1. Apart from the differences in the experimental
techniques, the use of non-standard geometry of the experimental set-up is another
contribution to the observed scatter. The hub dimensions, disc thickness and blade
thickness are not yet standardized and yet all of them have a noticeable effect on the

flow (refer to Figure 2-2).

¢= D1/31.5

<<
T=200mm
A
H D
Hc
gﬂi L
\ Disc

I D/5 Blade

%A

Figure 2-2. Details of the Stirred Tank Internals
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Rutherford et al. (1996) examined the sensitivity of the measurements to some of

these parameters. Their findings are summarized in Table 2-2(a) and in Figures 2-3
and 2-4. Figure 2-3 shows that a change in the blade thickness and disc thickness to
impeller diameter ratio changes the mean radial velocity considerably. For a three
fold increase in these ratios the mean radial velocities are reduced by almost 20%.
However, it can also be seen that the maximum differences are only at the impeller tip
and there are almost no differences away from the impeller. A similar effect on the
radial rms velocities is reported in Figure 2-4, which shows that a three-fold increase
in the thickness to diameter ratio reduces the radial rms by almost 25%. Table 2-2(b)
summarizes the geometry of those studies reported in the literature, the results of
which we intend on using here. This brief review summarized in Tables 2-1 and 2-2
and Figures 2-3 and 2-4 is intended to help us in identifying the reason for the

differences in the quantitative comparisons reported later in this study.
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Figure 2-3. Effect of Blade and Disc Thickness Ratio on Mean Radial Velocity at
1/T=0.17, Rutherford et al. (1996).
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Velocity at r/T=0.17, Rutherford et al. (1996).
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As a first step in establishing the validity of their experimental data many
researchers have reported mass balance verifications. The mass balance is usually
verified in a control volume containing the impeller. These results have been
summarized below in Table 2-2(c). Usually the mass balance is satisfied within 1-

10% accuracy.

Table 2-2 (c). Verification of Mass Balance

Researcher Technique Used Region Accuracy
Considered
Gunkel and Weber HFA 0<z/D<.16, 4%
(1975) 0<r/D<1
Yianneskis et al. LDA C.V. around 1%
(1987) impeller
Wu and Patterson LDA -22<z2/D<.22, 1%
(1989) 0<r/D<0.55
Ranade and Joshi LDA C.V. around 5%
(1990) impeller
Yianneskis and LDA C.V. around 1%
Whitelaw (1993) impeller
Zhou and Kresta LDA -.15<z/D<.23, 5-10%
(1996) 0<r/D<.525
This work CARPT C.V. around the 7%
impeller
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As a next step, researchers have identified a number of reproducible physical
phenomena that are qualitatively verified. One such phenomenon is the existence of
the two ring like vortices one above and the other below the turbine impeller (refer to
Figure 2-1). The radial location of the eye of the upper and the lower recirculation
loops is reported to be 0.4r/T, while the axial location of the lower and upper
recirculation loop eyes are around 0.2-0.25 z/T and 0.4-0.75 z/T, respectively. The
differences in axial location are due to differences in the clearance of the impeller
from the tank bottom. These results are summarized in Table 2-2(d). It must be
emphasized that while the actual dimensions of the systems are different, a certain
geometrical similarity exists between the systems. All the systems use the same type
of impeller (Rushton turbine, with the same number of blades (6)), blade width to
impeller diameter ratio of 1/5, blade length to impeller diameter ratio of 1/4, same
impeller diameter to tank diameter ratio of 1/3 and same height of fluid to tank
diameter ratio of one (1). This is summarized in Table 2-2(e). Although the actual
dimensions of the different systems are different the dimensionless radial and axial
locations of the eye of the loops are comparable. Radial and axial profiles of the
dimensionless mean velocities and turbulent velocities (scaled with impeller tip
speed) and the radial pumping number are also reported to be independent of the
Reynolds numbers (for Re > 800) and of the actual dimensions of the system if the
above mentioned geometric scaling is maintained. This enables the comparison

reported by different researchers.

An overview of the literature suggests that many investigators place emphasis on the
impeller discharge stream. Van’t Riet and Smith (1975) used stationary HFA and
found that the rotation of the blade introduces a periodic flow around the impeller.
Lee and Yianneskis (1994) used angle resolved measurements to quantify the extent
of this periodicity. Stoots and Calabreese (1995) showed that the dimensionless extent
of this region is independent of Reynolds number and scale of the system. These
results have been summarized in Table 2-2(f) and provide the basis for the Muitiple

Reference Frame and Sliding Mesh simulations described later in this Chapter.
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Many investigators report the presence of trailing vortices behind the impeller
blades. Extensive descriptions of the vortex structures have been provided by
Yianneskis et al. (1987). Some of their findings are summarized in Table 2-2(g). The
flow in the impeller discharge stream is characterized by the existence of strong radial
and tangential components of mean velocity and intense turbulence. This has been
quantified by calculating the radial pumping number, the mean radial and tangential
velocities, the rms velocities and the turbulent kinetic energy. These are summarized
in Tables 2-2(h) and 2-2(i) respectively. The radial pumping numbers at the impeller
tip are reported to be in the range of 0.64-0.83 with a mean of 0.75 +/- 0.15. The
variation in this value is primarily due to the differences in the size of the control
volume. Most of the investigators carry out the integration along the blade height,
while some perform the integration up to the point where the radial velocity becomes
zero. The latter case results in the higher pumping number (>0.8) while the lower
values of 0.65 are due to the differences in the data acquisition technique used for
LDA measurements. Conventionally LDA velocities are measured by focussing on a
control volume, without accounting for the position of the impeller blade w.r.t. the
control volume at the instant of the measurement. Such measurements are referred to

as 360° ensemble averaged or time resolved data (refer to Figure 2-5(a)).

T Stationary Probe

xwobe

Figure 2-5(a). Schematic Depicting Ensemble Averaged Measurement in STR.
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However, such measurements have an inherent data bias towards a higher mean
velocity (Rutherford et al., 1996) since more than 50% of the sampled instantaneous
velocities are within 1-20° behind the blade. Hence, Rutherford et al. (1996)
suggested that a more accurate way of acquiring data would be to ensure that enough
samples (500-750) are acquired in every 1° bin behind the impeller. Such data are
collected over 60° and are then averaged to yield the “phase averaged” mean (refer to

Figure 2-5(b)). The radial pumping number calculated using such measurements are

Probe rotates with impeller

e

Figure 2-5(b). Schematic Depicting Phase Averaged Measurement in STR.

reported to be 15% lower than the ensemble averaged radial pumping numbers
(Stoots and Calabrese, 1995, and Rutherford et al., 1996). However, it is to be
expected that even the ensemble averaged measurements should yield comparable
values provided the data is sampled at a high enough sampling rate and for a long
enough time. This is observed in the measurements of Kemoun (1991) who sampled
data at 2048 Hz for 30s. The differences in sampling frequency and sampling time

used by the different investigators are summarized in Table 2-2(j).

The observed differences in the reported mean velocities and turbulent kinetic energy
are summarized in Table 2-2(i). Reported values of the maximum velocities Vimax/Viip
vary from 0.58-0.88 and Vemax/Vip values range from 0.61-1.43. The reported rms
values range from 0.20-0.41 for V;'/Vyp, 0.2-0.454 for V9~N up and 0.2 to
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0.33 Vz‘Nﬁp. Reported turbulent kinetic energy K.E.Nﬁ,,2 is in the range from 0.06
to 0.18. The “Phase averaged” mean velocities are reported to be 15% lower than the
ensemble averaged mean velocities, while the phase averaged rms velocities are
almost one fourth of the ensemble averaged velocities. Further, the differences in the
blade thickness and disc thickness to tank diameter ratios affect the maximum mean
velocities. Rutherford et al. (1996) have shown (Refer to Table 2-2(a) and Figures 2-1
& 2.2.) that a threefold increase in blade and disc thickness causes a 15% decrease in
the maximum mean velocities and the rms velocities. However, this effect decreases
as one moves away from the impeller. Recent DPIV measurements also report mean
velocities and turbulent Kinetic energies lower than LDA measurements. Fasano and
Bakker (1993) reported the maximum axial velocity of 0.046Vy, which is
considerably lower than the LDA value of 0.15 Vi, (Ranade and Joshi, 1990). The
radial velocities from DPIV are 40% lower than reported LDA values. Fasano and
Bakker (1993) and Myers et al. (1997) attributed this discrepancy to high out of plane
velocities near the impeller region and errors in cross correlation algorithm used (a
detailed error analysis is reported by Westerweel in 1994). Deen and Hjertager (1999)
reported the maximum radial velocity of 0.55Vy, which is lower than the LDA
determined value of 0.7Viip, (Wu and Pattefson, 1989). The Root Mean Squared (rms)
values in the radial direction and axial direction are within 10% of the LDA values.
The turbulent kinetic energy values obtained by DPIV are within 15-20% of LDA
values. Since this indicates that with the sampling frequency of 10-30 Hz DPIV can
capture the turbulent kinetic energies well, then the frequencies below this range
contain most of the energy containing eddies. Therefore, the higher frequencies

probably contribute a smailer fraction of the total turbulent kinetic energy.

From the above literature review we have identified the different quantities that were
measured by different experimental techniques. The range of variation of these
parameters has been provided above and the possible reasons for the variations have
also been discussed. Further, the literature search suggests that the dimensionless

pumping number, mean and turbulent velocities from different studies are
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comparable. In this work, we compare some of these quantities (mass balance,
location of the circulation loops, radial pumping number, mean and turbulent
velocities) computed from the CARPT measurements with similar measures obtained

using the experimental techniques reviewed above.
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2.2 Single Phase Flow Modeling 22

Detailed measurements of the flow in stirred tanks using LDA, DPIV etc. have
contributed considerably to resolving large as well as small flow structures. Reliable
models are needed to verify the information obtained and provide the means for

prediction of flow patterns.

There are two basic modeling approaches, the phenomenological models and the
numerical solution of the complete Navier Stokes equations. Ambegaonkar et al. (1977)
and Fort et al. (1982) used approximate phenomenological models that yield analytical
expressions for the mean velocity components in a stirred tank. These models however,
tend to oversimplify the complexity of the flow and therefore, can at best represent only
the mean velocity profiles. In order to capture the significant three-dimensional nature of

the flow, rigorous numerical models are needed.
2.2.1 Numerical Solution of the Navier Stokes Equations

The stirred tank has internals of different shapes some of which (the rotating shaft and the
impeller) are in motion. Until recently (Perng and Murthy, 1993) the impeller region was
excluded from the solution domain and replaced by the boundary conditions on a control
volume or by introducing source terms distributed throughout this volume. The boundary
conditions or source terms were assigned using either experimental data or simplified
models that ignore the overall geometry of the vessel. In most published papers (refer

Table 2-4) the k- € turbulence model has been used which requires boundary conditions

for k and € as well.

The applicability of the black box approach is limited by the availability of data.
Moreover, this approach cannot be used to screen a large number of alternative mixer
configurations. The extension to multiphase flows is not feasible because it is almost
impossible to obtain accurate boundary conditions at the impeller. More importantly, this

approach cannot capture the details of the flow between the impeller blades, which is



23
needed for realistic simulations of reactive mixing and multiphase flows in stirred

reactors.

To eliminate some of these limitations five different models have since then been
developed. Two of these are unsteady approaches: the moving mesh model and the
sliding mesh model. Steady state models include the Multiple Reference Frame (MRF),
Inner-Outer (IO) and the Snapshot Approach (SA). An introduction to these techniques
along with a brief comparison of their predictive capabilities is discussed in Table 2-4. In
this work, since both Computer Automated Radioactive Particle Tracking (CARPT) and
Computed Tomography (CT) provide only time averaged values of the velocities and
holdup it is sufficient at first to examine the steady state approaches of MRF and the SA.
The value of the unsteady models lies in their ability to predict the dynamics of the flow
particularly neaf the impeller region which is of interest if tracer run data or mixing time
information is available for the system. Also the following considerations make unsteady
approaches like the sliding mesh unattractive since at present:

a) Computational requirements for the solution of full time varying flow in a stirred
vessel are greater by an order of magnitude than those required by steady state
simulations. |

b) Because of the excessive computational requirements, there are restrictions on the
number of computational cells that can be used for these simulations. Such a
limitation may make apriori predictions of the desired flow characteristics such as
energy dissipation rates, shear rates etc. less accurate

c¢) The results obtained using this approach are not yet sufficiently validated for the
turbulent regime.

Hence, the two steady approaches alone are reviewed below.
Multiple Reference Frame (MRF) Model

Using sliding mesh simulations, Luo et al. (1994) showed that a cylindrical region

enclosing the impeller exists, within which the flow is unsteady and outside which it is
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steady. This allows us to assume the flow to consist of multiple “fluid” regions. The
MRF method is a steady state model that simultaneously solves for the flow in a

rotating fluid region enclosing the impeller and a stationary fluid region containing the
walls, the baffles and the bulk of the tank. The solution from both the reference frames is
matched at the interface between the rotating and the stationary fluid region. The effect of
rotation is accounted for by the inclusion of the Coriolis acceleration term and the
centrifugal force term. Luo et al.’s (1994) comparisons between the predicted axial, radial
velocities and LDA data of Yianneskis et al. (1987) were good. There were slight

differences between measured and predicted tangential velocities.

Snapshot Approach (SA)

The interaction between the rotating blades and the stationary baffles generates an
inherently unsteady flow. Once the flow has developed, the flow pattern becomes cyclic.
A snapshot of the flow can therefore describe the flow between the impeller blades at that
particular instant. Ranade and Van den Akker (1994) developed this snapshot approach.
The flow generated by an impeller is governed mainly by the pressure and centrifugal
forces generated by the impeller rotation. The pressure forces cause the suction of the
fluid behind the blade and an equivalent ejection in front of the blade. In the SA this
suction and ejection is modeled by specifying mass sources on the front side of the blade
and sinks on the back side of the blades. The mass source term is the same as the mass
sink with an opposite sign. Inward movement does not add any corresponding source to
the other variables. The comparisons of computed results using the snapshot approach
and data (Ranade and Joshi, 1990) for single phase flow are good qualitatively and
quantitatively. The equations used in the MRF and the snapshot approach are

summarized below.

The transport equation for a general variable, ¢, can be written for an incompressible

steady flow as:
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2.1

o denotes an effective turbulent exchange coefficient including the molecular

contribution and Sy denotes the volumetric rate of growth or decay in ¢ because of the

internal and external sources. The details of the source terms for various ¢ are given

below.
Table 2-3. Summary of Equations Used for the MRF and SA models
¢ Ty So
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In the Snapshot approach the source terms ¢ have an additional contribution to account
for the impeller rotation. These are given by

S =-pA, W (2.9)
and the Sink terms for other variables are obtained from

Sy =5¢ (2.10)

Similarly, for the cells in front of the blade a mass source similar to (2.9) but with an
opposite sign is specified. The inward motion of the blade does not result in transport of
other quantities (like momentum and turbulent kinetic energy). In the MRF model the
source terms for momentum contain two additional terms to account for the Coriolis

acceleration and the Centrifugal force. These are given below:

F, = plo*r +20V,) _ (2.11)

F, = p(-20V,) (212)

It must be mentioned that both the MRF and the computational snapshot approach look
promising as design tools since these can be easily extended to any number of impellers

and to multiphase flows, without excessive demands on computational resources.
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Approximations employed with both MRF and snapshot methods are of the same
level and therefore lead to almost the same results
The boundary conditions for both approaches require no empirical inputs unlike the black
box approach. For the MRF model the rotating frame is defined to rotate as a solid body
- with the angular speed of interest. In both Snapshot and MRF approach the impeller disc,
the shaft and the blades are all explicitly defined as rotating solid walls. The vessel walls
and baffles are defined as impermeable walls with friction. The boundary conditions for
velocities at the walls and baffles are set to zero, and the boundary conditions for
turbulence are defined using the standard wall function option provided by FLUENT.
The top of the liquid is defined as a free surface. The vertical center-line is defined to be
the axis of rotation. The angular planes corresponding to the start of the domain and end

of the domain are rotationally symmetric.

A summary of the different modeling approaches is provided below in Table 2-4.
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2.2.2 Models for Turbulence

In the stirred tank literature the most commonly used model for turbulence is the standard
k-g model. This model has been reviewed extensively (Ranade and Joshi, 1990). Hence,
in this section we summarize the use of other turbulence models. Placek et al. (1986)
used a modified k-€ model. They introduced an alternate balance equation for the
turbulent kinetic energy of large-scale vortices. They solved the transport equations for
the turbulent kinetic energy of production scale vortices (kr) and the inertial range
vortices (kp) along with the rate of dissipation (€) and the momentum equations. The
agreement between predicted and measured mean velocities was not satisfactory. They

have not reported quantitative comparisons of the turbulent kinetic energy.

Jenne and Reuss (1999) selected two modified versions of the k-& model which account
for the non-equilibrium process, one was Chen and Kim’s model (CK, 1987) and the
other the renormalization group theory (RNG) proposed by Yakhot and Orszag (1986).
Their results suggest that the standard k-€ model predicted the mean velocities within
10% of experimental data and the turbulent kinetic energies within 24%. This was in
better agreement than achieved by the other two models for which the mean velocity
deviations were about 25% for CK and 40% for RNG model, while the deviations in the
kinetic energy were 30%(CK) and 50%(RNG). Jenne and Reuss (1999) do not attempt to
explain this discrepancy. Moreover, they used the black box approach to model the
impeller region. Therefore, it is unclear whether the deviations are entirely due to the
different turbulence models or if they are somewhat caused by the black box method.
Oshinowo and Marshall (1999) compared the effects of using different turbulence models
in the MRF approach, and concluded that not much difference could be seen in the mean
velocity and turbulence predictions. Ng et al (1998), who reported sliding mesh
simulations with the standard k-&€ model, suggested that a different turbulence model like
the Reynolds Stress Model (RSM) might do a better job. On the contrary, Revstedt et al.

(1998) reported that the RSM model parameters are not universal, cannot handle fully
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developed turbulence nor mixed laminar/turbulent flows and that moreover RSM,
which requires solving an enlarged system of seven additional PDE’s, has difficulty

in convergence.

Large Eddy simulations in stirred tanks have been reported by Revstedt et al. (1998),
Derksen et al.(1998) and Derksen and Van den Akker, (1999). Revstedt et al. (1998)
overpredict the azimuthal and radial velocities, pumping numbers and the rms values
when compared with experimental data of Wu and Patterson, (1989). Derksen and Van
den Akker’s (1999) comparisons of the radial velocities with Wu and Patterson, (1989)
and Derksen et al’s (1998) LDA data are good. The tangential velocities are
overestimated with maximum deviations of 15%. The computed turbulent kinetic energy
shows broader peaks and larger magnitude near impeller than the data. The deviations
from data are attributed to the lack of adequate spatial resolution (currently they use six
million nodes) and not accounting for the solid wall in the sub grid scale model. While
the LES models resolve more scales of turbulence than the standard turbulence models,
both LES simulations discussed above overestimate the experimental values. The price at
which this extra information is obtained i.e. long integration times, huge grids, higher

order discretization schemes etc. currently does not justify the use of this scheme.

2.3 Multiphase Flows — Experimental Characterization

Unlike the extensive characterization of single phase flows in stirred tanks, the study of
multiphase flows has been restricted to determination of global parameters like power
consumption, relative power demand, overall holdup measurements, mixing time
measurements and critical impeller speed required for complete homogenization or
suspension. Only a few studies such as those of Lu and Ju (1987), Morud and Hjertager
(1996), and Deen and Hjertager (1999), report the local quantities. We review each of

these studies below.
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Lu and Ju (1987) used HWA to simultaneously measure the local gas (air) holdup
(accuracy is within 20%), the resultant mean liquid velocity (within 5% accuracy)

and the root mean square (rms) fluctuating velocity of the liquid which was filtered tap
water. They used a standard tank (28.8 cm diameter) with a disc turbine and a perforated
ring sparger of 8 cm diameter. Measurements were made in the impeller discharge
stream, confined to a vertical plane midway between the two baffles. The holdup, mean
liquid velocity and turbulent intensities’ variations with impeller speed and gas sparging
rate at different radial and axial locations are reported. They report holdups in the range
of 5-25 %T. They have performed experiments from 400 to 720 rpm. These quantities
can also be obtained using CT and CARPT as discussed later on in this work (Chapter 7).

Morud and Hjertager (1996) measured the mean and turbulent gas velocities using LDA.
They used a tank of standard dimensions (0.222m in diameter), with a dished bottom, a
Rushton turbine, with length of blade = width of blade =1/4 impeller diameter, and with a
. clearance from the bottom of the tank of 0.47T. Gas (air) was introduced through an inlet
pipe and entered through a porous sparger below the impeller. The vessel was operated at
360, 400, 560 and 720 RPM and gas flow rates Q= 0.49, 0.75, 1 and 1.33 volumes of gas
per volume of liquid per minute (vvm). Their overall gas holdup varied from 1-8 %. They
reported the gas phase radial velocity variations with RPM and the gas velocities at three
different heights (h= 0.23D, 0.47D and 0.72D) using Phase Doppler anemometry. Gas
phase turbulence seems to be isotropic. The radial velocities were measured every 5 mm
in the radial direction and at an angle of 5 degrees relative to the baffles. Overall gas
holdup variation with impeller rotation speed was reported. This work is very systematic
and provides information that can be compared to data to be obtained from CT studies.
Deen and Hjertager (1999) used DPIV to study the liquid phase properties for the same
system as used by Morud and Hjertager (1996). Together they provide a relatively
complete characterization of the gas-.liquid system in the stirred tank at low to modest
gas holdups (1-7%). Deen and Hjertager (1999) performed measurements at impeller
speed of 360 rpm and gas flow rate of 0.5 vvm. They compared the axial profiles of their
radial and axial velocity, both with and without gas, with LDA data of Wu and Patterson
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(1989) obtained without gas. The maximum radial velocity without gas was 23%
lower and with gas was 80% lower than indicated by Wu and Patterson’s (1989)

liquid phase data. They did not measure the tangential velocities.

In summary, while Morud and Hjertager (1996) and Deen and Hjertager (1999) reported
detailed measurements of gas phase and liquid phase velocities, both studies are restricted
to low gas holdup fractions in the range of 0.01-0.07. Only Lu and Ju (1987) measured
simultaneously liquid phase velocity, turbulence parameters and gas holdup fractions.
Unfortunately, Lu and Ju (1987) reported only the resultant liquid velocities (not
individual components) and their gas holdup measurements are not accurate, with errors
as high as 20%. Hence, for gas-liquid systems there is a clear need for accurate and
reliable information on the fluid dynamics of the liquid and gas phase, especially at
higher gas holdup fractions. Given this, we would like to initiate the creation of a reliable
database for the estimation of important fluid dynamic parameters for gas-liquid flows in
stirred tanks using CARPT and CT.

2.4 Multiphase Flows — Numerical Simulations

Pericleous and Patel (1987) modeled gas-liquid flows in stirred vessels using an algebraic
slip model. Momentum equations were solved using mixture properties. The presence of
bubbles was accounted for by solving a convection diffusion equation with a constant slip
velocity. The bubble concentrations were used to update the mixture density. Gosman et
al. (1992) reported 3-D simulations of gas-liquid and liquid-solid flow in a stirred vessel
using the black box approach. They used a two-fluid model with a k-€ turbulence model
extended for two-phase flow (with consistent definitions for k and € in the Favre
averaged sense). Their gas-liquid simulations underestimated the measured gas holdup by
10-50 % according to the data of Revill and Irvine (1987), and the slip velocities
predicted by their liquid-solid simulations are around 0.04m/s which is of the order of
their particle settling velocities. The gas holdup underestimation is attributed to not

modeling the coalescence and redispersion phenomena. Daskopoulos and Harris (1996)
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suggested that Gosman et al.’s (1992) solid concentrations may be too dilute to draw

any meaningful conclusion from their work.

Ranade and Van den Akker (1994) extended the snapshot approach (SA) to three
dimensional multiphase simulations. They used a two-fluid model like Gosman et al.
(1992) but employed a Reynolds averaging approach unlike Gosman et al. (1992) who
used the Favre averaging. Although Favre averaging leads to fewer terms requiring
closure, the experimental techniques, provide us with Reynolds averaged information.
The SA model, unlike Gosman’s, requires no experimental input for the impeller region.
Ranade and Van den Akker (1994) compared their results with the experimental data of
Rousar and Van den Akker (1994). The comparison between the predicted and
experimental axial velocities is shown below in Figure 2-6. The axial velocity is over
estimated near the impeller (maximum deviation within 35-40%) and underestimated

near the wall.

o
Mo

Dimensionless Axial Liquid Velocity

Dimensionless Radial Co-ordinate r/R

Figure 2-6. Comparison of Predicted Radial Profiles of Axial Mean Velocity (Liquid)
with Experimental Data at z/R=0.33 and Qg= 8 I/min
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The comparison between the experimental and the predicted tangential velocities is
shown in Figure 2-7. The tangential velocities are underestimated near the impeller
region (maxium deviation within 21%) while the velocities are considerably
overestimated near the wall (around 40% deviation from the data). Lack of adequate

spatial resolution is cited as a reason for this difference.
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Figure 2-7. Comparison of Predicted Radial Profiles of Tangential Mean Velocity
(Liquid) with Experimental Data at z/R=0.33 and Qg=8 1/min

The comparison between the experimental and predicted turbulent kinetic energy is
shown below in Figure 2-8. Rousar and Van den Akker (1994) have reported only the
axial and tangential fluctuating velocities. Hence the kinetic energy is calculated
assuming isotropy. The kinetic energy is underestimated by almost 90% near the impeller

tip while it is overestimated by 53% near the wall.
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The predicted and experimental relative power demand is compared below in Figure

2-9. The predictions underestimate the reduction in power demand (maximum
deviation is 67%). Inadequate grid resolution is cited as the reason for the quantitative

differences. However, the model is seen to predict the right qualitative trend.
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Figure 2-8. Comparison of Predicted Radial Profiles of Turbulent Kinetic Energy with
Experimental Data at z/R=0.33 and Q.= 8 /min
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Figure 2-9. Comparison of Predicted Drop in Power Consumption at Different Gas Flow
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The comparison between predicted and measured overall gas holdup is shown below

in Figure 2-10. The predicted gas holdup profiles compare very well with the
measured holdup values (maximum deviation is around 5%). However, the maximum

holdup studied was 5%.
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Figure 2-10. Comparison of Predicted Overall Gas Holdup with Experimental Data.

Thus, the Snapshot approach is seen to predict the qualitative trends well and the
quantitative agreement is reasonable given that the model requires no experimental input
(other than the bubble diameter for the two fluid model). The model is also reported to
capture the right trend for other phenomena like accumulation of gas behind the impeller,
pressure distributions in the impeller region, angular variations of gas and liquid velocity
around the impeller tip, etc. Clearly with additional improvement (like adequate spatial
resolution, customized drag formulations etc.) the model has potential to be validated

with two phase data.

Morud and Hjertager (1996) reported a two-dimensional, two-fluid simulation with the.
standard k- € model. They modeled the impellers and baffles with source and sink terms
(like Pericleous and Patel, (1987)). Comparisons between the measured and the simulated

overall gas holdup and of the relative power demand variation with gas flow rate are
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reasonable (predictions within 20-40% of data). The mean velocity predictions of the
gas phase near the impeller compare well with the data but the velocities are

overestimated in the bulk. Qualitative profiles of the tangential velocities compare well
with measured data. The conditions used by Morud and Hjertager (1996) are different
and one reports liquid phase velocities while the other reports gas phase velocities. Hence

there is little scope for comparing the two studies.

The above review suggests that multiphase flow modeling in stirred tanks is still in a
nascent stage. Given the unavailability of a detailed experimental database for multiphase
flows in stirred tanks, methods like the Snapshot approach, MRF and sliding mesh
approach which require no experimental inputs are preferred over the black box
approaches. Out of the above three methods we propose to examine the predictive

capabilities of the SA to simulate gas-liquid flows in stirred tanks.
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Chapter 3

A Lagrangian Description of Flows in Stirred Tanks
Via Computer Automated Radioactive Particle
Tracking (CARPT)

3.1 Introduction

In this chapter Computer Automated Radioactive Particle Tracking (CARPT) is
implemented for the first time in characterization of flows in stirred tanks. Both the
experimental technique and the experimental set up are discussed. A qualitative
assessment of the CARPT results obtained in a STR using water as the fluid is provided.
The objective of this study is to establish the type of information that CARPT can provide
in single phase flows in stirred tanks. This is followed by quantitative comparison with
data obtained by established techniques like LDA and DPIV (Chapter 4). The ultimate
objective is to use CARPT in opaque multiphase flows in stirred tanks at conditions

inaccessible to other measurement techniques.
3.2 Experimental Setup

3.2.1 The Stirred Vessel

The stirred vessel used is of the standard Holland and Chapman type (1966) consisting of
a cylindrical tank with four baffles and a stirrer (Figure 3-1). All the parts are made of a
transparent material (clear plexi glass). The diameter of the vessel is D=0.2m. The baffles
are D/10 in width and D/125 in thickness, vertical and flush with the wall. The agitator is

a Rushton turbine composed of a disc of D= D/3 overall diameter with six rectangular
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radial blades of w=D/15 height and thickness D/125. The turbine is located at a distance

D; from the bottom of the tank which is filled with water to a height equal to the tank
diameter. The shaft diameter is D/31.5 and the disc thickness is D/67.
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Figure 3-1. Stirred ‘Tank of the Holland-Chapman type Used for the CARPT
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3.2.2 The CARPT Setup

The CARPT set up consists of 16 scintillation detectors (Figure 3-2) mounted on
aluminum supports, which are arranged on an octagonal base. There are eight aluminum
supports placed around the tank at 45 degrees to each other. Each support has two holes
of diameter 2.2"" (5.6 cms). The axial location of the center of the holes from the
octagonal base plate is as follows: The lowest hole is at a distance of Z,=2.86 cms, then
7,=1.72 cms, Z5=12.59 cms and Zs=17.45 cms. Every aluminum support has the holes
placed, either at Z; and Z, or at Z; and Z;. Every consecutive support has alternate
locations of the holes. This conﬁgurafion optimizes the extent to which the particle can be

seen by each detector in the tank (Degaleesan, 1997). Each detector unit is a cylinder
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2.125°(5.4 cms) in diameter and 10.25 (26.0 cms) long, and contains an active
cylindrical Sodium Iodide crystal (2°° X 2’ i.e. 5.08 cms X 5.08 cms). Every axial level
has four detectors each at right angles with the others. These detectors are placed at the
above mentioned four different axial levels. The detectors at each axial level are

staggered by 45 degrees with respect to the previous level.

A

Octagonal base

16 Detectors

Figure 3-2(a). Top View of CARPT Setup for the Stirred Tank

The radioactive particle (Figure 3-3), the position of which is tracked, is about 2.3 mm in
diameter, made of polypropylene with radioactive Scandium embedded in it (Sc-46, 80
uCi) and with an air pocket so that the effective density of the particle is equal to that of
water (or the fluid tracked). In spite of the fact that the tracer particle is neutrally buoyant,
its size is too large to enable it to follow all the energy containing eddies in the flow. This
particle was chosen because it was readily available to test the CARPT technique in

stirred tanks. Once feasibility is established one can search for a more suitable tracer size
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to reach a compromise between size and density mismatch. We discuss the limitations of

the current tracer particle in the subsequent section.

777705,

s =17.45 cms
3=12.59 cms
, > =772 cms
I = 2.86 cms
Al Supports Sc-46, 2.36 mm

Figure 3-2(b). Front View of CARPT Setup for the Stirred Tank
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Figure 3-3. Details of the CARPT Tracer Particle
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3.2.3 The CARPT Technique

Devanathan (1991) adapted the Computer Automated Radioactive Particle Tracking
(CARPT) technique to study the motion of the liquid phase in bubble columns. A single
radioactive particle, that is neutrally buoyant with respect to the liquid being tracked, was
used with radioactive Scandium, Sc-46, emitting y radiation employed as the isotope.
During an experiment, as the particle moves about in the vessel tracking the liquid phase,
the position of the particle is determined by an array of scintillation detectors that monitor
the y radiation emitted by the particle. The radiation intensity recorded at each detector
decreases exponentially with increasing distance between the particle and the detector. In
order to estimate the position of the particle from the radiation intensities, calibration is
performed prior to a CARPT experiment by placing the particle at various known
locations and monitoring the radiation recorded by each detector (Figure 3-4). Using the
information acquired, calibration curves are established that relate the intensity received
at a detector to the distance between the particle and the detector (Figure 3-5). Once the
distance of the particle from the set of detectors is evaluated, a weighted regression
scheme is used to estimate the position of the particle at a given sampling instant in time.
Thereby a sequence of instantaneous position data is obtained that yields the position of
the particle at successive sampling instants (Figure 3-6). In our experiments the sampling
frequency was 50 Hz, i.e. particle position is identified at 0.02 seconds intervals. Time
differentiation of the successive particle positions yields the instantaneous Lagrangian
velocities of the particle, i.e., velocities as a function of time and position of the particle.
Ensemble averaging of the Lagrangian particle velocities, detected in each of the
compartments into which the tank has been subdivided to, is performed to calculate the
average velocities and the various “turbulence” parameters of the liquid. Clearly, due to
finite size of the particle, we are not capturing the true and fine scale liquid turbulence but

rather various cross correlations of particle velocity fluctuations around the mean.
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Figure 3-4. Details of the CARPT Calibration Procedure.

3.3 Measurement Errors

A preliminary identification of the different sources of errors in CARPT measurements is
discussed here. A more detailed quantitative analysis of the various errors is discussed in

Chapter 5.

3.3.1 Tracer Ability to Follow the Liquid

The accuracy of determining the liquid velocity using the particle tracking technique
depends in part on the ability of the tracer particle to follow the liquid. Close matching of
the density of the particle with that of the liquid ensures that the particle is neutrally
buoyant. However, the finite size of the particle makes it differ from a liquid element,
unable to sample the small scale eddies. Devanathan (1991) showed that for a particle of
size 2.36 mm, and a difference of 0.01 gm/cm3 in density between the particle and the

liquid, the maximum difference in the velocities (between particle and liquid) is 1cm/s.
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Degaleesan (1997) estimated that the maximum frequency at which the 2.36 mm particle
can be taken to follow up to 99.0% of the liquid velocity is 30Hz. She also showed that
for frequencies smaller than 30 Hz, which represent the large scale eddies, the particle is
able to closely follow the liquid phase, and the measured particle fluctuating velocities
can be considered to be those of the liquid phase. Higher frequency eddies cannot be

followed by the current particle (for further analysis refer to Chapter 5, section 5.3.4.4).
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Figure 3-5. Calibration Map for Detector #1



46

Figure 3-6. Projection of the Particle Trajectory in a Vertical Plane at N = 150 rpm for
30s

3.3.2 Statistical Nature of Gamma Photons

The emission of gamma photons from a radioactive source follows a Poisson distribution
(Tsoulfanidis, 1983). Therefore every mean count reported in the calibration curve is
associated with a distribution of counts. When reconstructing the particle position from
the instantaneous counts registered by each detector only the mean values are used, while
in reality the counts measured will be but one value from the distribution seen around the
mean. Hence, the reconstructed particle position will not be the exact instantaneous

position. The error in reconstructing the particle position along a known trajectory (a
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circular one when particle is placed in the impeller disc at r=6.0 cms, Z=6.67 cms) is
found to be less than 3mm (for more details refer to Chapter 5 section 5.2).
- 3.3.3 Solid Angle Effect

Devanathan (1991) showed that the solid angle has a significant effect on the detected
radiation intensity and that the side face of the detector composed of Sodium Iodide (Nal)
cylindrical crystal is more effective than the front face from the standpoint of detection. If
many detectors see the particle, each with a different solid angle, then the errors
introduced by some detectors are partially compensated for by the other detectors
resulting in better accuracy. To obtain higher accuracy in tracer location, solid angle
effects have to be considered in the calibration. To some extent this has been
implemented by Degaleesan (1997), by using a two step method in reconstructing the
particle position. In the second step solid angle effects are taken into account. Further
improvements can be accomplished by modeling the various interactions of the radiation
with the medium and the detector crystal. Modeling of the gamma ray interactions using
Monte Carlo simulations has been successfully performed by Larachi et al. (1994) who

has used radioactive particle tracking to study the behavior of solids in ebullated beds.

Given the above possible sources of errors in reconstructing the particle position in a
stirred tank, and considering the estimates of their maximum magnitudes, we find the
accuracy in reconstructing particle position to be reasonably good. This can be seen from
the fact that the reconstructed particle positions are hardly ever located in the region of

the baffles which are about 1.5 mm thick (Figure 3-7).
3.4 Experimental Conditions
Water is used as the fluid whose motion is tracked by the radioactive particle.

Experiments were conducted at 150 rpm (Reimp =12,345) at room temperature. The height
of the liquid in the tank was 20.0 cm (equal to tank diameter).
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Figure 3-7. Projection of the Reconstructed Particle Position at N = 150 rpm (Top View
for 1 hr of the 16 hr Run)

3.5 Results and Discussion
3.5.1 Validity of Experimental Data

As a first step in establishing the validity of their experimentél data, different researchers

have reported mass balance verifications. The balance is usually verified in a control
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volume containing the impeller. These results have already been summarized in Table 2-

2(c) which shows that the mass balance is usually satisfied within 1-10% accuracy. Table

2-2(c) suggests that CARPT’s accuracy in closing the mass balance within 7% is

comparable to other techniques.

3.5.2 Location of the Eye of the Recirculating Loops

The azimuthally averaged velocity in the r-z plane is displayed in Figure 3-8. The velocity
vector plot captures the key qualitative features expected in this stirred tank configuration
(Van Molen and Van Maanen, 1978; Yianneskis et. al., 1987; Costes and Couderc, 1988;
Wu and Patterson, 1989; and Ranade and Joshi, 1990). There is a radial jet in the plane of
the impeller, which goes right to the walls. This high-speed radial jet entrains the
surrounding fluid and slows down as it approaches the tank wall. Near the tank wall, the
jet stream splits into two portions, one of which then circulates through the upper and the
other through the lower portion of the tank and both are finally drawn back into the
impeller region. These two streams result in the two recirculation loops seen in Figure 3-
8. One loop is above the impeller and the other below the impeller. Both circulation loops
exhibit what is conventionally called the eye of the loop. The vertical position of the eye
of the upper loop is found to be around D/2 and the eye of the bottom loop is at an
elevation around D/5 (where D is tank diameter) with the radial location of both loops at
2D/5. This compares well with the dimensionless locations reported by other researchers

as evident from Table 3-1.
3.5.3 Mapping the Dead Zones in the Stirred Tank

At the bottom of the stirred tank the influence of the impeller is not as pronounced as in
the rest of the tank. This results in regions of very low velocities at the bottom of the tank
where fluid elements (or dispersed phase like solid particles) tend to spend much longer

time than in other portions of the tank. The presence of such regions can lower the mixing
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efficiency. The existence of such zones has been identified by flow visualization studies
(Kemoun, 1995). Kemoun introduced a number of polypropylene beads (of dp=0.3 mm
and pp = 0.8 gm/cc.) into the water flow in the same tank configuration as used in this

work and illuminated the bottom of the tank with a laser sheet.
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Figure 3-8. Azimuthally Averaged Velocity Vector plot at N = 150 rpm
Table 3-1. Location of the Eye of Circulation Loops (T =D = tank diameter)

Researcher Lower | Lower | Upper Upper | Clearance
r/T z/T r/T 2/T He/T

Yianneskis et. al. (1987) | 0.3 0.20 0.30 0.48 0.33
Costes and Couderc | 0.4 0.25 0.4 0.75 0.50
(1988)

Schaefer et. al. (1997) 0.4 0.20 0.4 0.5 0.33
Kemoun, et. al. (1998) 04 0.20 04 0.5 0.33
Current work 0.4 0.20 0.4 0.5 0.33
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The regions with higher number of particles reflect more light and appear as the bright
regions in the photograph. We reproduce here one such snapshot taken by Kemoun
(1995) in Figure 3-9a where the bright spots can be seen to be in the form of a starfish
like pattern. These bright regions correspond to the dead zones where particle velocities
are low causing more particles to accumulate and settle. A similar plot has been generated
from the CARPT data where the vector plot of the resultant of the radial and the
tangential velocity at the bottom of the tank is shown in Figure 3-9b. The plot is colored
with the contours of the total velocity vector in this plane. The blue regions show the
regions of very low velocity. The yellow regions show the regions of high velocity. At the
bottom the dead zone can be seen clearly and it seems to resemble a starfish. The
interesting thing is that these dead zones seem to be due to a swirling tornado like
structure, which starts just below the impeller plane and is entirely three dimensional in
nature. The instability seems to begin at the baffles and slowly propagates downward
until the starfish like pattern is observed at the bottom. This comparison of CARPT
obtajngd results with direct flow visualisation illustrates CARPT’s potential for capturing

important flow phenomena.

Figure 3-9a. Dead Zones from Flow Visualization Studies (Kemoun, 1995)
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Plane at the bottom of the tank

Figure 3-9b. Map of Dead Zones from CARPT

3.5.4 Partial Quantification of Dead Zones Using Sojourn Time Distributions
(STDs)

In this study we extract the Sojourn Time Distribution (STD), i.e. strictly speaking the
probability density function of Sojourn times for different regions in the tank, from the
CARPT experiment. For illustrative purposes we have divided the tank only in the axial
(vertical) direction into ten regions, each 2cms in height as shown in Figure 3-10. For
each of these zones we compute the STD, as illustrated below, and we display the STDs
in Figure 3-11. It is important to note that any desired additional compartmentalization in
the angular (0) and radial (r ) direction is possible. Thus, STDs can be calculated from the

experimental CARPT data for any region of interest in the stirred tank.
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Figure 3-10. Compartmentalization of the Stirred Tank into Axial Zones

We obtain the STD for an axial slice of the tank, defined above in Figure 3-10, as
follows. From the CARPT experiment the record of the particle trajectory as a function of
time is available with the time starting at zero and with every subsequent particle location
recorded at intervals of At= 0.02 seconds (corresponding to faampie= S0Hz). Hence, the N®
particle position corresponds to the time of NAt seconds since the start of the experiment.
To generate the STD curve for each zone, the records of the particle positions are scanned
until the particle is found in the zone of interest (i.e. the axial co-ordinate of the tracer is
between Ziower and Zyppe: of that zone). Now the particle position is tracked until the tracer
leaves the zone of interest. The number of consecutive occurences (say N) from the time
the tracer particle entered the zone until the time the tracer particle leaves the zone of
interest is noted. From this the sojourn time of the tracer particle during that pass through

the zone of interest can be calculated as

t,, =NeAt (3-1)

resl
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This procedure is repeated every time the particle enters and leaves the zone of interest.

For a typical CARPT run of 16 hours the particle enters and leaves the bottom most zone
(Z=0-2cms) more than 20,000 times and each of those visits contributes to the STD
curve. The above procedure is repeated for all the other zones. All STDs are then
calculated. In addition, the STD, like any other probability density function, can be
characterized in terms of its moments like the mean value, standard deviation, skewness
and kurtosis and this is also done. The definition of each of these statistical quantities is

reviewed below.

The mean of the STD in the i zone is denoted by p; and is defined by

N
Iul = _thresj, Ei (tresj)dt (3_2)
j=

Here Ny, corresponds to the number of particle occurences in zone (20000 for the bottom
zone), tes; is the sojourn time of the tracer particle during the ™ trip to zone i of interest ,
as given by (3.1) and E(trs) is the probability density function p.d.f. of the STD for that
zone. The first moment (W;) provides an insight as to whether the region experiences low
or high through flow. A region where the mean residence times are higher can be thought

of as a region of lower velocities and ultimately as dead zones.

The variance of the STD in the i zone is denoted by o;* and is defined by

Nio

Z res; ﬂl)zE resJ)At (3—3)

Jj=1
The positive square root of the variance is the standard deviation denoted by Gi. o; is also

referred to as the second moment about the mean value and it indicates how “spread out”

the STD is.

Skewness is the third moment about the mean, and is defined for the STD of the i™ zone
as

Nioy . = U, 3
yli =Z(M] Ei(tresj)dt (3_4)

AN

i
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It is a measure of asymmetry of the distribution. If y;; > 0, the distribution is said to be
skewed to the right and if y;; <0, the distribution is said to be skewed to the left. If the

p.d.f. of the variable is symmetric about the mean then yy; =0.

The fourth moment about the mean is called kurtosis, and is defined for the STD of the it

Zone as

Nigy .= U, ‘ l
721 =Z(M) Ei(tresj)dt_3 (3_5)

<IN O
It reflects the degree to which the population is distributed in the tail of the distribution.
v2i >0 means that the data is concentrated around the mean (it is leptokurtic); Y2 <O means

that the data is concentrated in the tails of the distribution (it is platykuritic).

The CARPT data in the stirred tank has been processed as discussed above to generate the
STD curves shown in Figure 3-11. Inspection of the STD’s in various zones reveals that
there is a definite similarity in the shape of the STDs in the zones above (eg. Es and Es
etc.) and below the impeller (eg. E; ,E3). It is also evident from Figure 3-11 that the STD
in the very bottom region (E; ) is very similar to that in the top most region (Ero)
Moreover, the mean residence times and the standard deviations (variances) are the
largest in these zones, as shown in Figure 3-12. As discussed earlier, flow visualisation
with polystyrene particles revealed stagnant zones in the bottom zones which were
confirmed by CARPT. CARPT data iﬁterpreted in terms of STDs and their moments
reveal that the stagnant zones can then also be expected in the top region in the tank
where the standard deviation of the STD is even somewhat higher than in the zone at the
bottom of the tank (see Figure 3-12). Further compartmentalization of the tank for
CARPT data processing can identify the precise location of such dead zones. Clearly,
compartmentalization in the 8 and r direction would allow examination of the regions

around the baffles etc.
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Figure 3-11. Probability Density Functions of the Sojourn Time Distributions in Different

Axial Zones of the STR from CARPT Data.
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From the STD curves the different moments were extracted as per equations (3-2)-(3-5)

and are summarized in Table 3-2.

Table 3-2. Different Moments of the STD Curves in Various Axial Zones in a Batch
Stirred Tank

Zone Z (cm) Tmean (sec) | Tstd (sec) | Skewness Kurtosis
1 0-2 0.478 0.5 1.94 6.62
2 24 0.295 0.278 241 10.0
3 4-6 0.298 0.26 240 9.76
4 6-8 0.315 0.219 1.30 391
5 8-10 0.338 0.269 2.61 10.8
6 10-12 0.339 0.278 291 13.1
7 12-14 0.371 0.293 2.64 133
8 14-16 0.426 0.349 1.90 6.05
9 16-18 0.476 0.489 2.02 6.86
10 18-20 0.511 0.618 1.94 5.15

In Figure 3-12 the axial variation of the mean and the standard deviation of the STD
curves for the axially distributed compartements are shown. This figure indicates that the
mean residence time is the highest at the top and the bottom of the tank which was also
evident from Figure 3-11. This trend is as expected since both at the top and the bottom
of the tank the velocities are very low and, hence, once the particle enters these regions it
tends to remain longer in these regions than in the impeller plane where the velocities are
the highest. The mean residence time reaches a minimum in zone 2 (Z=2-4 cms) and then
increases progressively until it reaches its maximum value in the topmost zone. The axial
variation of the standard deviation of the sojourn times reaches a minimum in the zone
containing the impeller (Zone 4) and then increases exhibiting the same trend as the mean

sojourn times. The lowest standard deviation in the impeller plane would seem to suggest
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that the flow in this region is the closest to plug flow with the deviation from plug flow
increasing as we move away from this zone. This confirms the presence of an almost
unidirectional radial jet in the impeller zone and regions of lower velocity near the bottom
and top of the tank. The axial variation of the third and the fourth moment of the STD’s
are shown in Figure 3-13. The skewness (third moment) is seen to be greater than zero in
the entire tank which indicates that the distribution is skewed to the right throughout the
tank. This skewness to the right is seen to be the smallest in the zone containing the
impeller and at the bottom and the top portion of the tank. The kurtosis in the entire tank
is greater than zero which suggests that the sojourn times are concentrated around the
mean (i.e. it is leptokurtic) as evident from Figure 3-11.

It should be reemphasized that we have compartmentalized the stirred tank into equal
segments in the axial direction without partitioning in radial or azimuthal direction only
as a matter of convenience and to illustrate the STD concept and demonstrate how
CARPT data can be used to obtain STDs. The stirred tank could readily be divided into a
two dimensional or three dimensional compartmental sections as demonstrated by Mann
and coworkers (Mann et. al., 1997) and CARPT data can be used to provide STDs of
such compartments and to provide “connectiveness” i.e. flow exchange parameters
between the compartments which are needed for mixer and reactor performance

calculations.

Figure 3-13. Axial Variation of the Skewness and the Kurtosis of the STDs
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3.6 Summary and Conclusions

In this work CARPT has been introduced as a technique for measuring the flow field in a
stirred tank with single-phase flow. The striking feature of CARPT is that upon
calibration, data i:hat take months to collect with conventional laser based techniques can
be obtained in 16-20 hours! It has been shown that the CARPT technique can
qualitatively capture many of the important flow structures observed in stirred tanks. The
full three dimensional Lagrangian measurements obtained by CARPT also provide both
better flow visualization and quantitative measures of the specific features of the flow
pattern, like the location of the eye of the recirculating loops and the shapes of the dead
zones at the bottom of the tank. CARPT allows direct assessment of the sojourn time
distributions in different parts of the stirred tank. A partial quantification of the dead
zones and active zones was achieved by examining the obtained STD curves. A more
detailed quantitative comparison of the mean velocity and turbulent velocity profiles
obtained in different regions of the tank by CARPT to the values reported by
conventional LDA and DPIV techniques is presented in the following chapter (refer to
chapter 4). Such a comparison will enable us to ascertain the limitations and the accuracy
of the CARPT measurements in single phase flows before we embark on multiphase flow

studies in stirred tanks.



Chapter 4 @

Characterization of Single Phase Flows in Stirred
Tanks Via Computer Automated Radioactive Particle

Tracking (CARPT)

4.1 Introduction

In this chapter a detailed quantitative assessment of the accuracy of the CARPT technique
is provided. Comparison of the complete three dimensional mean velocity profiles from
CARPT with similar PIV, LDA and other data is made. Further, comparisons of the
fluctuating velocity components, like the root mean squared (rms) velocity and the
turbulent kinetic energy are also reported in this chapter. In addition, the three
dimensional profiles of the components of the Reynolds stress tensor are reported and
discussed. Some Lagrangian measures of the fluid dynamics like Circulation time

distributions (CTDs) and Hurst exponents are evaluated from the coilected CARPT data.

4.2 Results and Discussions

The CARPT technique’s ability to capture some of the key qualitative features of the flow
in stirred tanks has already been described in detail (Chapter 3 and Rammohan et. al,,
2001). The validity of the acquired velocity data was established by showing that it
satisfies the mass balance. The technique’s ability to capture the three dimensional
recirculating loops above and below the impeller has been confirmed both qualitatively
and quantitatively. Further, CARPT’s ability to capture some of the other important
characteristics of the flow in STR have been discussed in Chapter 3 and by Rammohan et.

al. (2001).
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In this chapter detailed quantitative comparisons of the velocity and turbulence
measurements are provided. Further based on the findings (in Chapter 2) related to

scaling of velocities and turbulent kinetic all velocities in this chapter have been non-

dimensionalized by the impeller tip speed, the turbulent kinetic energy by V,,.f, and the

spatial co-ordinates with the tank diameter.

4.2.1 Grid Independence of Computed Mean Quantities:

Three different grids summarized in Table 4-1 were examined in this study.

Table 4-1. Details of the Grids Examined in This Study.

Grid Grid 1 (GI) Grid 11 (GII) | Grid III (GIII)

Parameters

Ni 36 72 72

N 10 40 20

Nk 20 80 40

Ar (cm) 1.0 0.25 05

Az (cm) 1.0 0.25 0.5

AB (degrees) 10° 59 5°

N; is the number of compartments in the angular direction, Nj is the number of
compartments in the radial direction and N is the number of compartments in the axial
direction. For each grid used the radial and the axial variation of the radial velocity, the
tangential velocity and the axial velocity were examined. The radial variation of the
velocities were examined at three different axial planes (Z=D/5, Z,=D/3 and Zz=D/2,
where D is the tank diameter). The first and the third axial planes correspond to the axial
locations of the eye of the lower and the upper recirculation loops, respectively
(Rammohan et al., 2001). The second axial plane corresponds to the impeller midplane.

Similarly, the axial variation of the velocities was examined at three different radial
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locations (r;=D/6, r;=D/3 and r;=2D/5). The first radial location lies at the impeller tip
and the third radial location corresponds to the radial co-ordinate of the eye of the two
recirculation loops. The results at a few select conditions are reported below in Figure 4-1
(For more detailed comparisons refer to Appendix A and Rammohan et. al., 2001b). The

velocities reported in these figures have been non-dimnesionalized with impeller tip

speed.
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Figure 4-1(a). Radial Profile of Radial Velocity at Z,=D/3
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Figure 4-1(c). Radial Profile of Tangential Velocity at Z,= D/3

Due to current limited duration of CARPT runs there are inadequate statistics when one
uses very fine grids (i.e. insufficient number of particle visits) and, therefore, at present
we cannot tell whether current CARPT results are completely grid independent. However,
the results presented so far are encouraging since for a number of variables the finer grids
I and I produced results that are very close. Therefore we will use grid I for further

interpretation of all data.

4.2.2 Comparison of Radial Pumping Numbers from CARPT with Data in the

Literature

An important feature of the radial discharge flow is the outlet velocity profile across the
blade height. A measure of the amount of fluid pumped by the impeller can be obtained

from this profile, and is typically defined by the relationship:
27 %
0O (r) = I I‘Z(r,ﬁ,z)rd@dz (4 - 1)

)
02

where D; = Impeller Diameter, b = blade height. It must be mentioned here that not all
researchers use the same vertical limits for integrating the radial velocity profile. Some

researchers like Wu and Patterson (1989) integrate up to the point where the radial



velocities become zero (which may not correspond to the ends of the impeller blade).

The impeller radial flow number (Fl), or the pumping number, can be defined as:
Qr ND'J

The radial pumping number calculated from CARPT data by equation (4.1) has been

(¢-2)

compared with other values for N, in the literature. The CARPT determined values are

seen to be within the reported band of results, as shown in Figure 4-2. In this figure the
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Figure 4-2. Radial Profile of Radial Pumping Number

CARPT results are compared with LDA data obtained by Wu and Patterson (1989),
Ranade and Joshi (1990), Stoots and Calabrese (1995) and with HFA data of Drobolov et
al. (1978) and HWA data of Cooper and Wolf (1967). The pumping number at the
impeller tip from CARPT measurements is 0.67. This compares very well with the value
of 0.64 reported by Stoots and Calabreese (1995) but is lower than the standard value of
0.75 reported in the literature. It is clear from Figure 4-2 that Wu and Patterson’s (1989)
pumping numbers are higher than all the other reported values. However, Wu and

Patterson (1989) carry out their integration up to the point where the radial velocity
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becomes zero. Hence, their integration covers a larger control volume which is
responsible for their larger radial pumping numbers. This difference in the domain of
integration accounts also for the difference between Ranade and Joshi’s (1990) and Wu
and Patterson’s (1989) radial pumping numbers though both are obtained using LDA
measurements. The radial pumping numbers obtained by Ranade and Joshi (1990) are
higher than those of Stoots and Calabreese (1995) because the former account for time
resolved, or 360° ensemble averaged data, while the latter are based on phase averaged
velocities. Phase averaged measurements (refer to Figure 2-5(b), Chapter 2) account for
the relative location of blade w.r.t measurement point and collect samples in bins of 1° -
5° while ensemble averaged measurements don’t account for the relative location of the
blade w.r.t measurement point. Rutherford et al. (1996) report that phase averaged
velocity measurements result in 15% lower pumping numbers than the ensemble
averaged pumping numbers. The ratio of blade and disc thickness to impeller diameter
(ty/Di and tpyDy) for the above two studies of Ranade and Joshi (1990) and Stoots and
Calabreese (1995) is 0.020 and 0.030, respectively. Therefore, the higher blade thickness
to impeller diameter ratio of Stoots and Calabrese (1995) could also be the reason for the
lower radial pumping numbers. The values of Stoots and Calabrese (1995) seem to be
comparable with the CARPT values. Only Cooper and Wolf’s (1968) and Drobholov et
al.’s (1978) values are lower than CARPT. Cooper and Wolf (1968) used pitot tube to
measure their radial velocities, while Drobholov et al. (1978) used HFA. The accuracy of
their results is poor. In conclusion, CARPT predicts the ri ght trend but the radial pumping
numbers from CARPT are somewhat lower (up to 10%) than what one would get if one

were to do phase averaged LDA measurement in the same tank.

4.2.3 Comparison of the Mean Radial Velocity in the Impeller Stream Obtained by
CARPT with Data from the Literature

We compare CARPT data with the data of Chen et al. (1988), Ranade and Joshi (1990),
both obtained by LDA, Cooper and Wolf (1967), obtained by HWA, and Cutter (1967)
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obtained by Streak Photography. The data were obtained in the midplane between the

baffles. The comparisons are shown in Figure 4-3,
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Figure 4-3. Radial Velocity Profile in the Impeller Stream

The bars indicated on the CARPT data correspond to the maximum and minimum values

observed in the different mid-planes between the baffles (6= 45°, 135°, 225° and 315°).

The differences between the measured radial velocity at the impeller tip are summarized

below in Table 4-2. This table suggests that the CARPT measurements are lower than the

other measurements by about 10-25 %. Figure 4-3, however, suggests that CARPT

captures the right qualitative trend. The quantitative comparison in the regions away from

the impeller is good (within 10%). It must also be noted that some of these measurements

are not very accurate (for eg. Cutter (1966)).

Table 4-2. Comparison of Radial Velocities at the Impeller Tip

Researcher Vrmax/Viip % Deviation
(accuracy of data) | from CARPT
Cutter (1966) 0.62 (+(-) 20%) 23%
Cooper and Wolf (1967) 0.54 11%
Chen et al. (1988) 0.615 (+(-) 5%) 23%
CARPT (2000) 0.48 N.A.
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Therefore, comparisons with more recent reports in the literature are provided below in
Figure 4-4.
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Figure 4-4. Axial Profile of Radial Velocity at the Impeller Tip

Here the comparison of CARPT is restricted to LDA data alone since the accuracy of
LDA is reported to be higher than that of the other techniques. The differences between
the different LDA data and the CARPT measurement are summarized below in Table 4-3.
From Table 4-3 the differences between CARPT measurements and those of the other
researchers is seen to vary between 4-51%. The wide scatter in the data is mainly due to
two factors. One is the difference in the blade thickness to impeller diameter ratio
(Rutherford et al., 1996) and the other is due to data rate bias in the LDA data. The
difference between CARPT and Mahouast’s (1987) and Kemoun’s (1991) data is less
than 10%. This comparison is very good considering the fact that the current geometry is

exactly the same as that used by Mahouast (1987) and Kemoun (1991). Rutherford et al.
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(1996) have reported both ensemble averaged and “phase averaged” velocities for blade

thickness to impeller diameter ratio of 0.0337.

Table 4-3 Comparison of Recent Reports of Radial Velocities at the Impeller Tip
from LDA Measurements with CARPT

Researcher Vrmax/Viip % Deviation from

CARPT

Mahouast (1987) 0.50 4%

Wu and Patterson (1989, e.a.) 0.73 34%

Wu and Patterson (1989, p.a.) 0.51 6%

Kemoun (1991) 0.525 8.6%

Rutherford et al. (1996) t/Di= 0.008 0.98 51%

(e.a)

Rutherford et al. (1996) D= 0.008 0.72 33%

(pa)

Rutherford et al. (1996) t/D= 0.81 41%

0.0337 (e.a.)

Rutherford et al. (1996) t/Di= 0.59 11%

0.0337 (p.a.)

CARPT (2000) /D= 0.045 0.48 -

Their “phase averaged” mean is 27% lower than their ensemble averaged mean.
Assuming that this difference can be generalized, we have computed the “phase averaged
velocities” for the other ensemble averaged data. Based on this assumption, Wu and
Patterson’s (1989) data shows a difference of 6% from CARPT and Rutherford et al.’s
(1996) data for t/D;=0.008 shows a 33% difference. Based on the above discussion we
conclude that CARPT definitely captures the right qualitative trend and the right order of
magnitude. But the CARPT measured velocities seem to be lower (10-20%) than the
other data reported in the literature. Given that the current CARPT data was shown to be
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relatively grid independent for the grid used, there would seem to be a loss of information
of the velocities elsewhere. Based on the analysis of the possible sources of error in the
CARPT measurements (Rammohan et al., 2001) one concludes that the size of the
CARPT particle may be the principal contributor to the differences observed (this issue is
discussed in greater detail in Chapter 5). The size of the CARPT particle determines the
rate at which the data can be sampled (Degaleesan (1997)) and more importantly its flow
following capability. This suggests a need to perform CARPT experiments with a smaller

particle and subsequently acquire data at higher sampling frequency.

4.2.4 Comparison of the Mean Tangential Velocity in the Impeller Stream from

CARPT with Experimental Data in the Literature
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Figure 4-5. Radial Profile of Tangential Velocity in the Impeller Stream

In Figure 4-5 and Table 4-4 the tangential velocities from CARPT are compared with
experimental data reported in the literature. All the comparisons are made at the

impeller plane and the angular location corresponding to the mid-plane between the
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baffles. Since there are four midplanes (corresponding to 8= 45°, 135°, 225° and
315°) between the four baffles the CARPT data is averaged over these four planes.

The bars on the CARPT data represent the maximum and minimum values at these
angular locations. It is not clear if the other reported experimental data are based on

such an average, or if it corresponds to a single midplane between the baffles.

Table 4-4. Comparison of Tangential Velocities at the Impeller Tip

Researcher Vemax/Viip % Deviation from
CARPT
Cutter (1966) 0.59 12%
Chen et al. (1988) 0.66 21%
Wu and Patterson (1989) 0.66 21%
CARPT (2000) 0.52 -

From Figure 4-5 it can be seen that CARPT is able to capture the right qualitative trend of
the tangential velocity. Table 4-4 summarizes the comparison of the tangential velocities
at the impeller tip. The deviations from LDA and other data are seen to be within 10-
21%. As mentioned earlier the accuracy of Cutter’s (1966) data is low (+/- 20%). The
differences between CARPT and Wu and Patterson’s (1989) data become progressively
lower away from the impeller, while Chen et al.’s (1988) velocities near the wall are 40%
and 58% higher than Wu and Patterson’s (1989) and CARPT, respectively. The tank
diameter in Chen et al. (1988) experiments was one — third that of Wu and Patterson
(1989) and around one half of CARPT’s. It is not clear if this difference in tank diameter
is responsible for the observed differences. The comparison of the tangential velocities
measured by CARPT with LDA results is shown in Figure 4-6 and Table 4-5. The
differences between the LDA data and CARPT at the impeller tip are seen to be within
15-25%. The axial profiles from CARPT are seen to be broader than the LDA measured
values. This is due to the fact that the CARPT velocities are cell centered velocities while

the LDA data are point measurements. Therefore, in principle with a finer CARPT grid
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one would expect to see a sharper velocity gradient (as seen with LDA data). If the
CARPT data were sampled at higher sampling frequencies then such high gradients in
velocities could be captured in principle (this has been shown through simulations in

Chapter 6).
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Dimensionless Tangential Velocity Ve/Viip

Figure 4-6. Axial Variation of the Tangential Velocity in the Impeller Stream at the
Impeller Tip

Table 4-5. Comparison of Tangential Velocities at the Impeller Tip from LDA
Measurements with CARPT.

Researcher Vemax/Vip | % Deviation from
CARPT
Mahaoust (1987) 0.68 24%
Wu and Patterson (1989) 0.66 21%
Zhou and Kresta (1996) 0.61 15%
CARPT (2000) 0.52 -
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However, for the set of data presented here the sampling frequencies were limited to 50-
60 Hz by the particle size (Degaleesan, 1997). Hence, CARPT experiments with a smaller
particle size, with data sampled at higher frequencies and by acquiring data over longer
durations (current CARPT runs acquire data over 20 hours) would provide more accurate
measurements of the velocities. The longer duration of CARPT runs would ensure greater
number of particle occurences in the entire vessel allowing the use of finer grids. If these
limitations are overcome one would finally still be limited by the resolution of the
CARPT system. Recent studies in CREL (Roy et al. (1999)) have shown that changes in
the detector configurations, type of crystal used, source strength can bring about
reasonable improvements in the resolution of the system. To conclude, the CARPT
measured tangential velocities seem to capture the right qualitative trend and the right

order of magnitude of the tangential velocities.

4.2.5 Comparison of the Turbulent Kinetic Energies in the Impeller Stream from
CARPT with Data from the Literature

The axial profiles of dimensionless radial turbulent velocities are compared in Figure 4-7.
Table 4-6 summarizes the differences at the impeller tip. Wu and Patterson (1989) report
both the total turbulent and the fluctuating component calculated after removing the
deterministic contribution to the fluctuating velocities. Dyster et al. (1993), Zhou and
Kresta (1996) and CARPT (2000) report only the total fluctuating velocity. The
differences between these measurements and CARPT are seen to vary from -14% to
45%. While the total turbulent velocities from Dyster et al. (1993) and Wu and Patterson
(1989) show one peak at the impeller midplane, the CARPT measurements and Wu and
Patterson’s (1989) random components show twin peaks. The location of Wu and
Patterson’s (1989) twin peaks are near the impeller center while those from CARPT are
near the blade tip. The above comparisons seem to suggest that CARPT is missing some
information on the fluctuating velocities. Similar comparison of the turbulent tangential

velocities are shown in Figure 4-8 and Table 4-7. These comparisons also suggest that
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CARPT loses information in capturing the fluctuating velocities. Interestingly the

difference between the radial and the tangential components of the fluctuating velocities

from the different reports is within 0-13%.
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Figure 4-7. Axial Profiles of Vi IV ip in the Impeller Plane
Table 4-6. Comparison of Radial Turbulent Velocities at the Impeller Tip

Researcher Ve /Vip % Deviation
from CARPT

Wu and Patterson (1989) -Total 0.32 25%
Fluctuating Velocity.
Wu and Patterson (1989) — Random 0.21 -14%
Component
Dyster et al. (1993) 044 45%
Rutherford et al. (1996) 0.26 8%
Zhou and Kresta (1996) 0.40 40%
CARPT(2000) 0.24
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Figure 4-8. Axial Profile of Vo/V ip in the Impeller Plane

The turbulent kinetic energies computed from CARPT data do contain the contributions
from periodic fluctuations or pseudo turbulence (Yianneskis et. al., 1987) since these are
not angle resolved measurements. The comparison of the profiles of turbulent kinetic
energy is shown in Figure 4-9. Differences between CARPT and Wu and Patterson
(1989) seem to be as high as 30-50% near the impeller region. The overall CARPT values
at different radial locations are also lower than the values reported by Wu and Patterson
(1989), Ranade and Joshi (1990) and Costes and Coude_rc (1988). It was initially thought
that this under-prediction might be due to the low sampling frequency (50 Hz) used in

CARPT. To confirm this a Fast Fourier Transform of the instantaneous LDA data of
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Kemoun (1995) was performed and found that for points near the impeller most of the
energy is contained within frequencies corresponding to the impeller rotation frequency.

Table 4-7. Comparison of Tangential Turbulent Velocities at the Impeller Tip

Researcher Vo/V tip % Deviation from CARPT
Wu and Patterson (1989) 0.32 19%
— Total Fluctuating Velocity
Wu and Patterson (1989) 0.21 -24%
— Random Component
Zhou and Kresta (1996) 0.35 26%
CARPT (2000) 0.26
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—e— Ranade and Joshi
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—— Wu and Patterson
(1989)

—e— CARPT(2000)
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Figure 4-9. Profiles of Turbulent Kinetic Energy

Mujumdar et al. (1970) and Kemoun (1995) have shown this. It turns out that with those

frequencies we should be able to capture 70-80% of the turbulent kinetic energy (this
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includes the pseudo turbulence). We aﬁalyzed one such instantaneous data set from
Kemoun’s thesis (1995) at 420 RPM. The FFT of the data showed a clear peak at 42 Hz
corresponding to the first harmonic of the blade rotation frequency (= 420/60 X 6
(number of blades)). We calculated the area under the power spectral density curve and
this quantity corresponds to the total turbulent energy associated with the signal at that
point (Batchelor, 1953). From this curve we computed the fraction of the total energy
associated with different ranges of frequency say 0-10 Hz, 0-20 Hz, 0-30 Hz and so on.
We show this below in Figure 4-10:

Percent of Total
Turbulent Energy

1ffrequency (sec)

Figure 4-10. Fraction of Total Turbulent Energy Associated with a Particular Range of
Frequency (0-f)

This plot implies that at 420 RPM by capturing frequencies in the range 0-50 Hz (fsample
~100 Hz) we should be able to capture around 70-80% of the total turbulent energy.
Based on the same argument at 150 RPM (first harmonic would be at 150/60 X 60=
15Hz) we would expect that by capturing frequencies between 0-15 Hz (fsampte ~30 Hz)
we should be able to capture a similar fraction of the total energy. This clearly indicates

that in CARPT we are losing turbulence information elsewhere. The next suspect was the
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effect of particle size. Degaleesan (1997) showed that with a particle of 2.3 mm diameter
we should be able to capture at least frequencies up to 30 Hz. The conclusions of
Degaleesan (1997) were based on a simplistic model. No experiments have been done to
verify the validity of this. Hence, a definite need exists to systematically quantify the flow
following capabilities of the tracer particle of a finite size. At the end of this discussion
we conclude that given the current size of the tfacer particle (dp= 2.36 mm) we might
‘actually’ be missing out some information for the turbulence parameters (refer Chapter 5
for a more detailed discussion of this issue).

4.2.6 Reynolds Shear Stress Distributions from CARPT

These instantaneous velocities obtained by CARPT in various compartments are
ensemble averaged to generate the components of the Reynolds’ stress tensor. The normal
components of this tensor have been reported above as the root mean squared velocities
the sum of which is equal to the turbulent kinetic énergy. The off-diagonal elements, or
the shear stress components are reported in Figure 4-11(a) at one angular location
including the baffles. The contours indicate the counter rotating trailing vortices behind
the blades. These counter rotating vortices are seen to emerge from the impeller and die
out near the walls. In the visualization studies (Figure 4-11(b)) a fluorescent dye was
introduced in the impeller region. The dye is seen to follow the counter rotating vortices,
which emerge from behind the impeller and die out as they approach the wall. This
suggests that the Reynolds like shear stress measurements contain some valuable
information regarding the flow structures in the stirred tank reactor. A quantitative
comparison of the Reynolds Shear stress distribution is not reported due to the lack of

such data in the literature.

Figure 4-11(a). Contours of Reynolds Shear Stresses in the Plane Including the Baffles
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Figure 4-11(b). Visualization of Trailing Vortices using Fluorescent Fluid

4.2.7 Lagrangian Measures of the Fluid Dynamics in STR

4.2.7.1 Circulation Time Distributions (CTD) and Mean Circulation Times (MCT)

Owing to the Lagrangian nature of the flow field the information about the circulation
time distributions can be obtained. Here a control volume containing the impeller of
radius D/3 and height of twice the blade height (2D/15) was considered. From the
CARPT particle trajectories the time differences between two subsequent visits of the
tracer to the control volume were recorded. A frequency distribution of return times to the
impeller zone has been plotted in Figure 4-12. The mean of the CTD (of 16330 samples)
was found to be 3.53 seconds and the standard deviation was found to be 2.96 seconds.
The mean was found to converge with 5000 samples. The bi-modal CTD obtained from
CARPT is comparable to the bi-modal CTD’s reported by Roberts et al. (1995).
However, for the dimensions of the current tank the Mean Circulation Time from CARPT
seems to be higher than the MCT reported by Roberts et al. (1995) but they measured the
return times to the plane containing the impeller and not just a small control volume
enclosing the impeller. The MCT is found to be sensitive to the size of the control volume
and is expected to be lower for larger control volumes. This might explain the higher

MCT’s from CARPT.
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Figure 4-12. Circulation Time Distribution in the Impeller Region at N =150 rpm

4.2.7.2 Hurst Exponents from Particle Trajectories

Hurst’s (1956) rescaled R/S analysis, as modified by Mandelbrot and Wallis (1969), was
applied to the instantaneous Lagrangian particle position (r(t)). The random variable
under consideration is the Lagrangian tracer position r(t). Several bins (N), each
containing T consecutive positions, are selected at random from the entire position data
set. For each bin the Range (R ) and the standard deviation (S ) of the random variable is
evaluated as shown by Yang et al. (1992). The mean R/S is then evaluated for a particular
bin size T. The number of bins (N~25) are selected such that the mean R/S converges.
This procedure is repeated for several T ranging from 1-10000. The slope of In(R/S) vs
In(7) yields the Hurst exponent which is seen to be 0.8 from the graph shown in Figure 4-
13.



80

3 | | In(R/S) Vs In(t) | |
25 - ‘ - — _— oo
re—log(R/S) : ' :

2 +—Linear (log(R/S)) -------- R N mem- S
R R
4 : . : : :

E 1 g all o T A S
: { y=0:7933x-0.2178 ]
) | t 2 _ :
05 1--------- 5 _________ 4: _________ E . R = 0?971 _____ b
| | 5 | H=0.8
0 T T T T T
1 15 2 2.5 3 35 4

In(t)
Figure 4-13. Hurst Exponent from the Lagrangian Particle Position r(t) in STR

A H-value of 0.5 indicates a mixing mechanism similar to Brownian motion and a
diffusion type mixing model can adequately describe the process. H > 0.5 indicates the
persistence of long term non-cyclical effects due to turbulent dispersion. A compensatory
effect, or possible cyclic motion, results in H values less than 0.5. The analysis based on
the instantaneous particle position suggests that long term or persistent effects are
significant in stirred tanks. Some other Lagrangian measures of the fluid dynamics like
Sojourn time distributions (Rammohan et al., 2001) have also been extracted from the

CARPT data in stirred tank reactors (Refer to chapter 3).

4.3 CFD Simulations

In this section we briefly outline the details of the numerical simulations performed. We
have already outlined the details behind the two approaches which we use here (the
Snapshot Approach (SA) and the Multiple Reference Frames (MRF) model). We have

simulated exactly the same geometry as the experimental setup. The computational
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domain is only half the tank since a plane of symmetry can be found. The cylindrical co-
ordinate system was used with the center of the bottom of the tank taken as the origin of
the co-ordinate system. For both types of simulations exactly the same grid is used. A
non-uniform grid has been generated in the framework of FLUENT 4.51 containing 94
cells in the angular direction, 57 cells in the radial direction and 78 cells in the axial
direction. The selection of grid size was based on simulations reported in the literature
(Ng et al., 1998) which showed that simulations were not grid sensitive if over 70,000
cells were used. Based on the reported simulations a grid size of around 450,000 was
chosen. It is assumed that this grid is sufficiently large to provide grid independent

solutions. We show a sample grid for each type of simulation below:

Baffles B Baffles

 Dise

A S 94 cells in Theta, 57 cells in R , 78 cells in

_ ' : RN Z direction
94 cells in Theta, 57 cellsinR , 78 cellsin Z
direction _

Figure 4-14 . View of 3-D Grid Used for MRF and Snapshot Simulations

Bludcsv

The momentum transport equations were solved in the cylindrical co-ordinate system
along with the standard k-€ model of turbulence. The relevant equations and boundary
conditions for the two approaches have been discussed earlier (Chapter 2). The details of
the solver and numerical technique used are available in the FLUENT manual. The
simulations were solved for the identical conditions at which our experimental results

were obtained. The Fluent velocities were non-dimensionalized by defining the impeller



82

tip speed as 1m/s. In this section we briefly discuss the quantitative comparisons of the

CFD simulations with the CARPT results.

4.3.1 Comparison of Mean Radial Velocity in the Impeller Stream Obtained by
CARPT with CFD Simulations

The azimuthally averaged radial velocity vectors in the impeller mid plane from
simulations are compared with such values obtained from CARPT results. These

comparisons are shown below in Figure 4-15.

Dimensionless Radial Velocity
ViV tip

: —+ MRF
----------------- R P, —» Sliding Mes!
04 A--mmmm oo E ___________________ — Snapshot
' | | i —a-CARPT
0 1 1 1] 1
0 02 04 06 08 1

Dimensionless Radial Co-ordinate (r-R\/(R-Ri)

Figure 4-15. Comparison between Predicted and Measured Radial Velocity Profile in the

Impeller Stream

The radial velocity profiles in the impeller stream predicted by the two CFD approaches
(SA and MRF) are compared with those computed from CARPT in figure 4-15(a). The
differences between CARPT and CFD results for the radial velocity at the impeller tip are

summarized in Table 4-8. The differences are seen to vary from 7-30% with the
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difference between the sliding mesh computation (of Ng et al. (1998)) and CARPT being

the lowest.

Table 4-8. Comparison of CFD Predictions of Radial Velocities at the Impeller Tip

Technique Vi/'Vip % Deviation from
CARPT
CARPT 0.48
MRF 0.62 23%
S.A. 0.68 29%
Sliding Mesh 0.54 7%

The predictions of the MRF technique are qualitatively comparable with the S.A. but the

quantitative values are 5-10% lower than the SA predictions.

To summarize, CARPT radial velocity profiles are lower than the predictions of the two
different CFD simulations as expected. However, considering the fact that the two
independent CFD simulations require no empirical inputs and that the comparisons
between them seem reasonably good are an indication that the CFD simulations predict
the right magnitude of the maximum radial velocity. This is also confirmed by the fact

that LDA and other techniques (see Table 4-6) measured higher values than CARPT.

4.3.2. Comparison of Mean Tangential Velocity in the Impeller Stream from
CARPT with CFD Simulations

In Figure 4-16(a) we compare the tangential velocity profiles predicted by SA and MRF
with the values computed from CARPT. The qualitative profiles from CARPT match
very well with those predicted by CFD. The differences in the predictions at the impeller
tip are summarized in Table 4-9. The magnitudes of tangential velocity predicted by SA
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and MRF compare very well with each other except near the impeller where MRF

predictions are 17% lower than the Snapshot predictions.
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Figure 4-16(a). Comparison between Predicted and Measured Radial Profile of

Tangential Velocity

Table 4-9. Comparison of CFD Predictions of Tangential Velocities at the Impeller Tip

Technique Vo/Vip % Deviation from
| CARPT
CARPT 0.52
MRF 0.65 20%
S.A. 0.78 33%

At the impeller tip the CARPT values are almost 30% lower than those predicted by SA
and 20% lower than those predicted by MRF. Away from the impeller the CARPT values
compare reasonably with both SA and MRF (differences are loWer than 20%). Figure 4-
16(b) suggests that the CFD predictions compare reasonably well with the LDA data of
Chen et. al. (1987) and Wu and Patterson (1989).
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The match between the two CFD predictions is good since neither simulation requires
empirical input. Considering the fact that other experimental techniques measure values
higher than those detected by CARPT it is fair to assume that the simulations do predict

close to the correct values.

4.3.3 Comparison of Turbulent Kinetic Energies in the Impeller Plane from CARPT
with CFD Simulations

The comparison between the predicted and measured profiles of turbulent kinetic energy
is shown in Figure 4-17. Except near the impeller region, where the CARPT values are
higher in the rest of the tank the Snapshot predictions are about 30% higher than both the
MRF and the CARPT values. All three values are much lower than the turbulent kinetic
profiles reported by other experimental techniques. The underestimation of the turbulent
kinetic energies by CARPT have been discussed earlier (Section 2.2.2). The fact that the
CARPT values fall right on top of the MRF predictions in the region away from the
impeller may be more of a coincidence than actually providing any information on the
model’s ability to predict the turbulence. This under-estimation of turbulence by CFD

models is a2 much lamented affair in the stirred tank literature. The cause for this is



86
attributed to the use of the isotropic turbulence model, which causes greater dissipation to
be predicted than is actually present. But currently there is no clear evidence
recommending the use of other nonisotropic turbulence models. Only LES simulations

(Chapter 2) seem to be able to capture the right magnitude of the turbulence.
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Figure 4-17. Comparison between Predicted and Measured Radial Profile of Turbulent

Kinetic Energy

We feel that currently matching of the mean itself is a good sign of the predictive
capability of a model simulation. A match of turbulence using such models is not a
realistic expectation.

4.4 Summary and Conclusions »

An extensive validation of the single phase CARPT measurements in stirred tank reactor

has been provided. Various Eulerian measures of flow like the Radial pumping number,
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mean radial velocity, mean tangential velocity, turbulent Kinetic energy, diagonal
elements of the Reynolds shear stress tensor, etc. were extracted from CARPT. These
measures were compared extensively with similar quantities obtained with other
experimental techniques like LDA, DPIV, HWA, HFA, Pitot tube etc. A detailed analysis
of the differences in these measures from different experimental techniques has been
provided. The study revealed that the flow measures are very sensitive to a number of
parameters like ratio of blade thickness to impeller diameter, disc thickness to impeller
diameter, accuracy of experimental technique, mode of data acquisition - ensemble
averaged/ phase averaged, data acquisistion rate, angular plane in which data has been
obtained, etc. especially in the near impeller region. The current work also discusses
CARPT’s potential to provide information about the three dimensional Reynolds like
shear stress distribution in the entire tank. Information of this kind will be of considerable
interest in the design and scale-up of bioreactors. Further, the technique’s ability to
provide some Lagrangian measures of the fluid dynamics is also explored. In this study
detailed comparisons of the mean velocities and turbulent parameters from CARPT with
similar data in the literature has been provided. The analysis indicates that CARPT results
in general seem to capture most of the relevant physics of the flow and the quantitative
comparisons show values whose order of magnitude is definitely comparable to the
existing data in the literature. In all the cases the right order of magnitude is captured. In
this study we have also identified some of the sources of error in the CARPT technique
and in what direction the efforts towards improving CARPT should be made. The size of
the current CARPT tracer (dp=2.3 mm) has been identified to be one of the major sources
of the loss in information. Hence, work has been done to evaluate the flow following
capability of tracers of smaller diameters in the same tank and under similar operating
conditions. It is expected that this study will enable us to select an appropriate tracer size
for further explorations in two-phase flows in stirred tank reactors. Providing
explanations for the differences between CARPT measurements and other techniques
forms the basis for Chapter 5 where we look into the different sources of errors in greater

detail.
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Chapter S

Characterization of Errors in CARPT through

Experiments

The data obtained from the CARPT technique are susceptible to three broad classes of
errors. These are 1) errors in reconstructing the trajectories from detector signals, 2)
errors in estimating the Eulerian information from the reconstructed trajectories, and 3)
errors due to tracer particle not following the flow faithfully. The errors of type (1) result
from the inaccﬁracy of the tracer position reconstruction algorithm or could be due to a
phenomenon called the “dynamic bias”. The two different errors of type (1) have been

discussed and quantified experimentally in this chapter.

5.1 Evaluation of Tracer Position Reconstruction Strategies

5.1.1 Introduction

Calibration experiments originally performed in the high pressure stainless steel bubble
column reactor in air revealed a considerable spread, exceeding that encountered
previously in plexiglass columns, in the calibration curve. Hence, reconstructing the
known calibration points, using the existing reconstruction algorithm, resulted in
considerable error. To improve the reconstruction accuracy a two pronged approach is
adopted: i) a new tracer reconstruction procedure, which does not use the spline
fit/weighted regression technique, is sought, and ii) a new tracer data acquisition strategy,
which helps in containing the spread in the calibration curve is considered. This new data
acquisition protocol has been successfully implemented in identifying the unknown tracer

locations in a stainless steel reactor.
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5.1.2 Background

The first step in a CARPT experiment is to obtain a calibration map of the count
registered by each detector for several hundred known locations of the tracer. A typical

calibration curve obtained in a plexiglass column is shown below in Figure 5-1.

Figure 5-1. Calibration Map Obtained in a Plexiglass Stirred Tank Reactor

From Figure 5-1 it is clear that for a fixed distance between detector and the radioactive
tracer a unique mean count is registered by that detector. It is this existence of a unique
mean count which allows us to use this radioactive technique for reconstructing the tracer
location. It must be mentioned that when a particle is placed in front of a detector at a
given distance, the instantaneous counts received by the detector follows a random
distribution which is best characterized by a Poisson distribution. This variation in the
instantaneous counts is due to several factors like quantum nature of the emission of

photons by radioactive decay of unstable Sc*®, unstable dispersed phase holdup
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fluctuations and tracer particle location during the sampling interval (dynamic bias).
These differences in the instantaneous counts, and the errors introduced by it, are
analyzed in greater detail in Section 5.2.2 (refer to Figure 5 —24). It must be emphasized
here that in reconstructing the tracer position while in motion, the instantaneous counts
are used which then can be expected to be associated with a distribution of distances. But
the error associated with this is minimized by ensuring that the tracer particle either has a
high radioactive strength or by setting a low threshold for the detector. This ensures that a
large number of photons is collected by the detector and the associated normalized
standard deviation scales inversely with the number of counts collected by the detector.

Hence this uncertainty in counts results in uncertainties in distance of the order ~0.1 cm.

Referring to the calibration plot of detector 1, Figure 5-1 suggests that if detector#1
registers 3000 counts then the tracer particle is 10.0 cm (+/- 0.5 cm) from detector#1.
Hence, this calibration curve can be expected to provide an accurate reconstruction of the
distance of the tracer from each detector which can then be used to obtain the exact tracer
co-ordinates by solving a system of linear equations (Devanathan, 1991). However, when
calibration experiments were performed in air in a stainless steel column the calibration
curve obtained looked very different as shown in Figure5-2. With a curve of this form the
conventional approach of generating a spline of the form:

dyp = flO(ClO) (-1
where djis the tracer distance from detector 10 and Cyq is the count recorded at detector
10, will not work well, for if we feed a count of C;o =100 to equation (5.1) then the
predicted distance dyo is 36 cm while FigureS-2 suggests that the distance of the tracer
from detector 10, dyo, can be anywhere between 30-42 cm. This clearly indicates that the
spline based approach to fitting the count vs distance data of Figure5-2 would result in
considerable error in estimating the distances accurately. Further, it has been observed
that even small errors in the reconstructed distances (~1-2mm) can get amplified
considerably when solving for the exact tracer co-ordinates using the weighted least-

squares regression technique (Devanathan,1991).
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Figure 5-2. Calibration Map Obtained in the Stainless Steel Reactor

Hence, for systems where the calibration curve is like Figure5-2 the existing approach
cannot be used to reconstruct even the known calibration points as illustrated clearly by
FigureS-3. Figure5-3 shows a comparison between the actual calibration points shown by
the blue points (3528 in all, corresponding to 49 points per axial plane and around 72
axial planes) and the reconstructed points (the red dots). Ideally the red dots should have
fallen right on top of the blue dots (implying exact reconstruction of calibration points).
The spread of the red dots around each blue dot corresponds to the reconstructed location
at each axial plane. This illustrates that the existing spline based reconstruction approach

cannot be used to reconstruct even the known calibration points.
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Figure 5-3. Reconstruction of 3528 Known Calibration Points

As expected the errors in reconstructing other tracer locations are larger as shown below
in Figure5-4. Hence, the problem was identified to be the use of the existing spline based
reconstruction approach for systems whose calibration curve looks like that shown in
Figure5-2 and the further amplification of this error by the use of the existing weighted

least squares regression technique in identifying the exact tracer co-ordinates (X,y,z).

To remedy this situation a two pronged solution approach has been adopted. In one, the
spline based reconstruction approach and the weighted least squares regression technique
are replaced by different approaches, and in the second a new data acquisition strategy is

outlined which confines the spread in the calibration curve allowing the usage of the
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existing reconstruction algorithms. Both are expected to provide better reconstructions of

both the calibration as well as the unknown test points.
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5.1.3 Results and Discussion:

5.1.3.1 A Look-up Table Approach:

Larachi et al. (1994) used a two - step approach to reconstruct the unknown tracer

position. In the first step they use the calibration data spread on a coarse grid (implying

smaller number of calibration data, say a few hundreds as against 3528) to generate the

system constants like: detector dead times (Ta), detector gains (R) and attenuation

coefficients of the medium (i, Mg, €tc.). They use these constants in a model which then

generates an estimate of the counts for any particular position of the tracer with respect to

a detector given by:
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Y 52
where T is the sampling period(sec), v is number of gamma ray photons emitted per
disintegration of Sc* (v =2), ¢ is the photopeak efficiency and € (function of distance of
tracer from detector) is the total intrinsic detection efficiency of the detector
(Tsoulfanidis, 1983). The notations used are exactly the same as in Larachi et al. (1994).
This model is then used to generate a finer grid of calibration data which is then stored in

the form of a lookup table. This is schematically outlined below in Figure5-5:

Coarse Grid | Fine Grid
T, ]
Monte Carlo
_ TwR¢e
14+ 7VRQE

Figure 5-5. Generation of a Fine Grid of Calibration Data Either by Monte Carlo

Simulations or through Experiments

This first step of Larachi et al. (1994) is redundant when calibration experiments have
been performed on a dense grid like in the stainless steel reactor (3528 points). Hence the

calibration data can be organized into a lookup table as shown below in Table 5-1:
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Table 5-1. Calibration Information Organized as a Lookup Table
X|Y[Z]|Ci|Co|[C3|Cs|{Cs|Cs{Cs| Cs
0|0 |0 [39|42 |12(37(45(89|12]5
0[02{0 [~ |-= f-=]==|—|—|—

The lookup table stores the co-ordinates of each calibration point and the corresponding
time averaged count registered by each detector. To reconstruct an unknown tracer

location a quantity %* is computed at each node via equation (5.3):

L Msis(c Y
ZZ(J)= Z] ( 10-? l) (5-3)

where j is the j" calibration node, C; is the count (calibration) registered by the i detector
for the tracer at the j™ node (obtained from the lookup table), M; is the count measured by
the i™ detector when the particle is kept at an unknown location and 6:2=C;. This o is
computed for all the known calibration points (i.e j=1-3528). The node which minimizes
%2 is identified as the node closest to the unknown point. The time averaged counts
corresponding to the known calibration points in the stainless steel column were then fed
into this algorithm. This approach was found to yield perfect reconstruction of the
calibration points as shown below in Figure 5-6. While this new algorithm, which does
not use the spline fitting technique, clearly does an excellent job of reconstructing the
known calibration points, its performance in reconstructing the unknown tracer location
has to be evaluated. Exact reconstruction is possible (as seen from Figure5-6) provided
the unknown point lies on the calibration nodes. But if the unknown point lies in between
the nodes then the algorithm in its existing form cannot be expected to do a good job
unless the calibration grid is extremely fine (Ax, Ay, Az~0.05-0.1mm). Hence, a second
iteration has to be performed to identify the exact location of the unknown point. This is
done by following the ideas outlined in Larachi et al. (1994). They generate a fine grid

around the closest node identified in the first iteration as shown below in Figure5-7.
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Figure 5-6. Reconstruction of 3528 Known Calibration Points
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Figure 5-7. Generate a Fine Mesh Around Closest Node

The new grid can be generated by an approximate formula given below:

Distance traveled by photon

c od r Y before striking detector
ount at ncw node ref _
\‘c TC,,f[—r*J CXP(I‘R(5nf Tsoulfanidis (1983)
- } z T (54)
Sampling Time ————nw 3 Ty - G-
(it r ) ¢ exp(;l,,(é',,, 5)) Count at closcst
Detector dead-timy node
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Where s is the distance between detector and the closest node and r is the distance
between detector and the new node. The information corresponding to the new grid is
organized as a lookup table similar to Table 5-1. The same criterion of x* is then used to
identify the exact location of the unknown test location. Equation (5.4) permits the
evaluation of the contribution of the detector response time (T4), attenuation coefficient of
the medium and attenuation coefficient of the stainless steel wall (ug). Three different
approximations of (5.4) were used to evaluate various contributions to total counts. The
first model (M;) ignored the attenuation coefficients and the detector dead times (i.e. Ur
and 74 were set to zero) and the second model (M) accounts for the wall attenutation and
the detector dead times. The ability of models M, and M to reconstruct ten unknown test
points is tabulated below. The ability of models is quantified in terms of a standard
deviation, minimum (Emin) and maximum (Emax) relative errors in estimating the radial
and axial co-ordinates.

Table 5-2(a). Reconstruction Accuracy using Model M,

SN. | o.(cm) | o.(cm) E..(ecm) | E. .lem) | E. (cm) | E.,p(cm)
1 .64 31 -.65 1.14 -07 87
2 78 20 -78 1.38 -.07 57
3 74 40 -1.19 1.32 =77 .67
4 12 21 -.54 1.26 -27 A7
5 .56 .16 -.62 91 -17 37
6 57 .18 -72 85 -.07 47
7 .60 .26 -.50 1.05 -17 .67
8 .66 18 -.64 1.02 =27 47
9 a7 25 -84 14 -17 47
10 S7 .18 =77 1.07 27

From Table 5-2(a) and 5-2(b) it is clear that the model which accounts for the attenuation

coefficient of the column wall does a better job than model M, (which ignores Ug).
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Calculations revealed that attenuation caused by the presence of the stainless steel
column wall was sometimes as high as that encountered by a photon beam traveling ten
times the distance in water (i.e.85=108x). Also a comparison of the errors in
reconstruction using M; are seen to be much lower than the mean errors seen in Figure 5-
4. Thus, it can be concluded that the new reconstruction approach yields a definite
improvement in reconstruction of both the calibration points as well as the unknown
tracer locations.

Table 5-2(b). Reconstruction Accuracy using Model M;

SN. | o.(cm) | o.(cm) E, . (cm) | E...lcm) | E..nlcm) | E, e (cm)
1 S5 20 -70 1.31 -.57 A7
2 67 .06 =77 1.12 -.07 07
3 a7 31 -1.13 1.14 -37 17
4 .66 .09 -.56 1.06 -.07 A7
5 61 A1 -.30 1.25 -17 27
6 .69 06 -.56 1.25 -.07 07
7 59 A2 -35 1.22 -07 27
8 59 18 -.18 1.23 -.07 47
9 .60 20 -42 1.15 -07 47

10 61 18 -40 1.13 -27 0.27

5.1.3.2 Full Monte Carlo Approach:

The above comparisons between the two different models M; and M, suggested that
modeling the ‘physics’ of the different phenomenon may improve the reconstruction
accuracy. Hence, a full Monte Carlo model was developed where the first step is similar
to Larachi et al. (1994), i.e. a Monte Carlo simulation is done to generate a calibration
like data on a finer grid (refer to Figure5-5). However, a full Monte Carlo simulation with
the stainless steel column calibration data revealed that Monte Carlo simulations do often

predict counts which are higher than the measured counts, as shown below in Figure 5-8.
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This seemed to indicate that the presence of “Stainless Steel” wall may be causing the
phenomenon of build-up to occur (Tsoulfanidis, 1983). Build- up is the phenomenon of

registering counts coming directly from the source as well as the scattered photons.Under
these conditions the Beer — Lambert like expression for attenuation in intensity of counts
must be corrected by a premultiplicative factor called the “Build-up factor”. The equation
used to generate a Monte Carlo estimate of the count does not account for the
phenomenon of build-up which might explain the observed over-prediction in counts.
Hence, a Monte Carlo simulation done with data containing the full energy spectrum will

need to account for the phenomenon of build-up which is a non-trivial matter.
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Figure 5-8. Comparison between Measured and Simulated Counts
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The presence of build-up was confirmed by comparing the spectrum measured with and
without stainless steel wall (Figures 5.9a and 5.9b). Some preliminary attempts were
made to model the phenomenon of build-up by developing an iterative neural network
based algorithm. The iterative scheme was not robust and did not yield converged results

for the build-up function.

308

Figure 5-9a. Photo Energy Spectrum Obtained in a Plexi-Glass Column
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Figure 5-9b. Photo Energy Spectrum Obtained in a Stainless Steel Reactor
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Therefore, this approach was not further pursued. The only way to avoid modeling build-
up is to constrain the detectors to acq.uire only the photopeak fraction of the photon
energy spectrum, i.e. in Figure5-9a and 5-9b if the detectors can be constrained to collect
only those photons with energy greater than 600mv then one can be certain that the data
will not be corrupted by the build-up phenomenon. Some preliminary Monte Carlo
simulations were done by acquiring data with a threshold of 560mV to register only the
photopeak fraction. Monte Carlo simulations were done with 1,000 photon histories. A
fine grid of calibration data was generated using Monte Carlo simulations. The parity
plots of the simulated vs measured counts for the new data set are shown below in Figure

5-10 and indicate that the simulated counts compare very well with the measured counts.
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Figure 5-10. Comparison between Measured and Simulated Counts
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In Sections 5.1.3.1 and 5.1.3.2 two new reconstruction approaches have been outlined,
both of which are based on modeling the physics of the photon emission phenomenon.
Both these approaches seem to give a reasonably good reconstruction of the tracer
location. The second approach 5.1.3.2 also suggests that the phenomenon of build-up,
due to the presence of stainless steel column walls, might be the cause of the large spread
in the calibration curve (refer to Figure5-2). This suggestion led us to explore a new data

acquisition strategy as outlined below.

5.1.3.3. A New Data Acquisition Strategy:

From the above analysis it is clear that the earlier data acquisition strategy of setting a
low threshold does not really work well for the stainless steel reactors. This is mainly due
to the fact that a large fraction of the collected photons come from the scattered photons
and not the photopeak photons (refer to Figure 5-9(b)). The presence of a large fraction of
scattered or ‘Compton’ photons causes the instantaneous counts to be distributed in a
random manner which does not follow the Poisson distribution. The normalized standard
deviation for this new distribution does not necessarily scale inversely with the number of
counts, this implies that, it does not really help to set a low threshold for the data
collection. Hence, the new data-acquisition strategy is based on the assumption that the
observed scatter in the calibration curve is caused by build-up at the stainless steel
column wall. Through Figures 5.9a and 5.9b we also established that presence of build-up
affects only the Compton scattering portion of the energy spectrum and not the photopeak
fraction of the spectrum. Therefore, the new data acquisition strategy is to acquire only
the photopeak fraction of the energy spectrum and then examine the appearance of the
calibration curve. These calibration experiments were performed in a stainless steel
column (O.D.= 10.4 in (26.4 cm) and thickness = 0.24 in (0.6 cm)) sorrounding an 8.5 in
(21.6 cm) stirred tank reactor with the impeller rotating at 400 rpm (corresponding to tip
speed of Vy,=1.4 m/s) with gas being sparged at 10.0 Scfh. The resulting calibration
curve is shown below in Figure 5-11. The above calibration curve suggests that acquiring

only the photopeak fraction of the energy spectrum results in a calibration curve which is
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very similar to the calibration curve obtained in plexiglass column (refer to Figure5-1)
with the only difference being the gradient of the calibration curve which depends on the
attenuation coefficient of the intervening media. In stainless steel columns the gradient of
the calibration curves are steeper than those in plexiglass column due to the higher

attenuation coefficient of the stainless steel column wall.
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Figure 5-11. Calibration Curve Obtained in S.S. Column by Acquiring Photopeak

Fraction Alone

" The above calibration curve suggests that with this new data acquisition strategy particle
reconstruction should be reasonably accurate with the existing spline/weighted least
squares regression approach. Hence, the time averaged counts registered by each detector
corresponding to the' known calibration points were fed to the existing spline based
reconstruction approach. The details of reconstructing the 396 known calibration points is
shown below in Figures 5-12. The figure suggest that the existing spline based approach

can reconstruct the known calibration points faithfully except for the calibration points
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near the bottom, top and walls of the column. The reconstruction is definitely much better
than seen earlier (Figure5.3). In the figure the blue circles represent the known calibration
points while the red dots represent the reconstructed point. Further, the spline based
approach was used for reconstructing 36 test locations (corresponding to 3 radial

locations 3.8, 5.7 and 9.5 cm, 6=0-360°, z=0-20 cm, A6=30° and Az=2.0cm).
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Figure 5-12. Reconstruction of 396 Known Calibration Points Projected Onto an r-z

Plane

The details of reconstructing a set of 12 test points corresponding to one axial plane are

shown below in Figure5-13.
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rincm
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Figure 5-13. Details of Reconstructing 12 Test Points (r = 7.2 cm, 0 = 15°-345°% z = 5.0
cm) from 3072 Instantaneous Samples Acquired at 50 Hz

Hence, the variances were computed around the reconstructed radial location. This, o; ,is
of the order of 4.0 mm which is comparable to o, reported by Larachi et al. (1994) of 2.5-
3.0 mm when they acquired data at 33 Hz. They have also shown that the radial variance
and the axial variance decrease with a decrease in sampling frequency and increase with
an increase in sampling frequency. This result from Larachi et. al.’s work (1994) is
reproduced below in Figure 5-14. It has to be mentioned, however, that while the
variation in Figure 5-14 was obtained with 8 detectors the current study used 16
detectors. But Larachi et al.’s (1994) experiments were done in a plexiglass column while
the current experiments were done in a stainless steel column. Further Larachi et al.’s

column diameter was 4 inches while the current set-up is 10.4 inches in diameter.
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Figure 5-14. Variation in o, and o, with the Sampling Frequency

Given all these differences, the radial o, obtained in the current study seems reasonable.
The accuracy in reconstructing all the 36 test locations are summarized below in the form
of Table 5-3.

Table 5-3 suggests that both the estimate of the mean radial location as well as the mean
axial location are biased. The radial estimate is always negatively biased while the axial
estimate is positively biased in the center of the column but towards the top is negatively
biased. The o, and o, are all comparable and are between 4.0-4.5 mm. These numbers are
comparable to similar values reported by Larachi et al. (1994). On the face of it the G,

(4.0-4.5 mm) from the current study may seem to be better than those of Larachi et. al.
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(9.5 —~11.0 mm). But it must be kept in mind that Larachi et al.’s study used only 8

detectors while in current study 16 detectors were used.

Table 5-3. Summary of Reconstruction Accuracy of 36 Test Locations (1 Radial

Location, 3 Axial Locations and 12 Angular Locations)

Location Raclual chcon Zaclual Zrccon
(cm) +- o, (cm) +/- O,
(cm) (cm)

1 7.2 7.02 +/- 0.41 S0 5.1 4/- 045

2 7.2 60.93 +/- 0.38 10.0 10.0 +/- 0.40

3 7.2 6.96 +/- 0.40 15.0 14.9 +/- 0.46

In order to analyze the effect of detector configuration and number of detectors the above
analysis was repeated for two different detector configurations. In the first detector
configuration only 8 detectors were used as shown below in Figure 5-15: The accuracy in

reconstructing the 36 test points after hiding 8 detectors is reported below in Table 5-4.

Table 5-4. Summary of Reconstruction Accuracy of 36 Test Locations (1 Radial

Location, 3 Axial Locations and 12 Angular Locations) After Hiding 8 Detectors

Location Raclual chcon Zactual Zrccon
(cm) +- 0, | (€M |4/ o, (cm)
(cm)
1 7.2 7.08 +/- 0.69 5.0 5.31 +/- 1.29
2 7.2 7.05 +/- 0.65 10.0 9.92 +/- 1.11

7.2 7.00 +/-0.73 15.0 14.22 +/- 1.44

s
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Figure 5-15. Analyze Effect of Detector Configuration on Reconstruction Accuracy

Table 5-4 suggests that by hiding 8 detectors the error in the estimate of the mean axial
location has gone up. The o, and o, have also gone up with 6,(8)/c,(16)~1.75 and
0,(8)/6,(16)~3.0. The G, which appears to be large (11-14 mm), is comparable to the
values reported by Larachi et. al. with 8 detectors. Hence, Table 5-4 suggests that the
number of detectors used for reconstruction definitely affects the reconstruction accuracy.
This was also seen to be the case when only 4 detectors were used for reconstruction.
These results have been summarized below in the Figures 5.16a and 5.16b respectively.
Figure 5-16a suggests that the bias in the radial estimate is not affected much by the
number of detectors used for reconstruction, while the bias in the axial estimate goes

down with the increase in the number of detectors (4.0 mm to 0.5 mm).
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Figure 5-16b suggests that 6, is comparable to o, for large number of detectors, and o,
and o; progressively increase as the number of detectors decreases. The rate at which 6,

increases is higher than the rate at which o; increases.
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Figure 5-16b. Variation of o; and 6, with Number of Detectors used for Reconstruction
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This suggests that the error boundaries associated with the particle position
reconstruction change from a sphere (when N is large) to an ellipsoid (when N is small).
To generalize these results one would need to look at the variation of o; and G, with
detector density (defined as Np/(Active volume of interest in reactor)). The above
analysis suggests that with the new data acquisition strategy even the existing spline
based/weighted regression technique can be used to obtain reasonably good estimates of

the tracer location in the stainless steel column.
5.1.4 Conclusions

In this section we have shown that depending on the material of construction of the
reactor wall (or internals) different reconstruction strategies can introduce very little to
considerable errors in identifying the particle location. In the presence of dense walls it
has been shown that the use of a physics based model (like the Monte Carlo model
developed by Larachi et. al., 1994) is likely to give better results than the conventional
spline based algorithm. But the use of this algorithm in two-phase flow situations requires
experimental inputs of the dispersed phase holdup distributions. Hence, an alternative is
to use the new data acquisition strategy proposed in this section which allows us to
continue using the conventional spline based approach by collecting only the photopeak
photons. Hence, the data which we report in chapter 7 has been collected using this new
data acquisition strategy. In the following section 5.2 we introduce the concept of
‘dynamic bias’ and quantify the errors introduced by it both experimentally as well as

numerically.

5.2 CARPT Dynamic Bias Studies: Evaluation of Accuracy of Position

and Velocity Measurements
5.2.1 Introduction

In this section the accuracy of the velocity measurements obtained from CARPT as a

function of the sampling frequency is evaluated. For the purpose of illustration, CARPT
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experiments have been performed in a stirred tank by placing the radioactive tracer
particle at the impeller tip. Particle trajectory information was obtained over a range of
rotational speeds (60-800 rpm corresponding to Impeller tip speeds ranging from 21 cm/s
to 2.80 m/s) at different sampling frequencies (ranging from 10-200 Hz). From the
trajectory information the particle velocities were obtained by multiplying the difference
in two subsequent positions with the sampling frequency and assigning the velocity
vector to the midpoint of that cell. For each rpm, plots of reconstructed velocity vs.
sampling frequency were made. These enable us to establish the proper de-biasing
procedures by selecting the appropriate data sampling rate for a particular velocity. A
Monte-Carlo based model has been developed, which permits an a priori evaluation of
the extent of dynamic bias, thus providing guidance in setting the appropriate data
sampling rate for different velocities. This study is expected to be of considerable use
when implementing the CARPT technique in industrial systems where such detailed
experimental analysis of technique’s accuracy will be both cumbersome and time

consuming.

5.2.2 The Dynamic Bias Issue

In the CARPT technique two kinds of measurements are performed. The first kind called
‘static measurement’ is performed for calibrating the data acquisition process. During
calibration the radioactive tracer is placed at several hundred known locations and the
Nal (TI) scintillation detectors register a certain number of sample counts (typically 256
samples acquired @50 Hz). A calibration map for each detector is then generated by
plotting the mean of these 256 samples at each point against the distance of that point
from that detector. A typical calibration curve is shown below in Figure 5-17. Once the
calibration map has been generated for each detector then the ‘dynamic measurement’ is
performed by introducing the tracer particle into the flow field whose fluid dynamics is to
be characterized. As the tracer starts moving with the fluid, the photons emitted by the
radioactive tracer are registered by each detector for = seconds (corresponding to a data

C e 1
acquisition rate of f, ., =—).
T
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Figure 5-17. Calibration Map for Detector #1

This vector of counts acquired at each sampling instant is then fed into the calibration
curve for that detector to find out the corresponding distance of the tracer from that

detector given below by equation (5.5).

a1 = £(C o) (5-5)
Knowing the distance of the tracer from each detector, the tracer co-ordinates can be
computed (Degaleesan, 1997). The dynamic bias issue arises due to the fact that when the
tracer particle is in motion the count registered by the i detector at a certain location
(xP(t,to), y,,(t,t(,),z,,(t,t,,)) in the reactor will strongly depend on the past particle

trajectory, the fluid velocity along the particle path and the rate at which the photon
counts are registered by that detector. Hence, the mean count registered by the i'" detector

i" detector
stationary

when particle is kept stationary C (xp,¥p2 ,,) will be different from the
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instantaneous count C' (x (z.t ),y,(t.2, ), 2, (2.1, )) registered by the i detector as

dynamic

the particle moves to the point (xp(t2, )y St )z, (2,2,)). Hence, when the particle is in

motion the distance between tracer and detector estimated from the static calibration
measurements (5.5) will be different from the real distance of the tracer from detector.

This concept is illustrated below in Figure 5-18.
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Figure 5-18. Cartoon Ilustrating the Concept of ‘Dynamic Bias’

From Figure 5-18 it can be seen that, as the fluid velocity increases for a fixed sampling
rate, or as the sampling rate decreases for a fixed fluid velocity, the greater will be the
deviation of the dynamic measurement from the static measurement. In this work we
have quantified the error introduced in the reconstructed particle position and the particle

velocity for different sampling rates and fluid velocities experimentally using the

following approach.
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5.2.3 Experimental Details

To quantify the error due to the dynamic bias effect the errors introduced due to the flow
following capability of the tracer must be decoupled from the CARPT measurements.
Further, the tracer must follow a known trajectory with a known velocity to be able to
compare the experimental results and quantify the error. Hence, the radioactive tracer was
placed at the tip of a 6- bladed Rushton turbine in the stirred tank (details of the tank
dimensions are provided below in Figure 5-19). The impeller speed was varied from 60 -
800 rpm corresponding to tangential velocities of 21 cm/s to 2.79 m/s. At each impelier
speed photon count data was registered by each of 16 detectors surrounding the stirred
tank (details of detector configuration provided in Rammohan et. al., 2001a). Data was
acquired at the rate of 200 Hz. The dynamic measurements were preceded by static
calibration experiments that resulted in calibration curves like the one shown in Figure 5-
17.

N=60-800 rpm . o5

Dy=200mp”’
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Figure 5-19. Dimensions of Stirred Tank Reactor
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The impeller speeds were monitored with a high precision magnetic tachometer and the
variations in the speed were within 1%. The raw count data generated from these
experiments were then reprocessed to generate raw count data corresponding to

experiments where the data acquisition rates are 25, 50 and 100 Hz acquired over a time
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period of five minutes. These raw data corresponding to the different sampling
frequencies were then fed into the CARPT reconstruction algorithm (Chaouki et. al.,
1997) to estimate the particle trajectories at different sampling rates and different
impeller speeds. In the following section the details of the numerical technique used to

quantify the dynamic bias is outlined.
5.2.4.Details of Numerical Technique

A Monte Carlo based phenomenological model developed earlier (Larachi et. al., 1994)
has been further extended to simulate the dynamic bias CARPT experiments.
Theoretically, the number of photopeak counts C recorded by a detector during a
sampling interval T from a point radioactive source of strength R placed at a location
(x,y,z) inside a dense medium, the tank to be studied, can be expressed by the following
relationship (Tsoulafanidis, 1983; and Moens et. al., 1981):

c=_IWRee_ (5-6)
1+7VvR@e

where
g_ﬁ-r on
- 3
R4

where v is the number of ¥ rays emitted per disintegration (for example v=2 for Sc'%;

exp (" Hp( €r = Eqap )= HtapCstan — Hww X] —exp(- ppd))dZ -7

¢ is the total efficiency, i.e. the probability that y rays will emerge from the reactor

without scattering and will interact with the detector; 7 is the dead time per recorded
pulse, and ¢ is the photopeak energy to total energy (or photopeak) ratio. ‘r’ is the

distance between the source and a point P on the outer surface of the detector crystal, eg

the path length traveled by the y - ray in the reactor, esmar is the length of the ray

traveling through the shaft (Figure 5-20.), ew is the path length through the reactor wall
and d is the crystal thickness in the direction given by the vector 7. Q is the solid angle

subtended by the detector surface at the source and 7 is an external unit vector locally
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perpendicular to dX. [y, My and py, are the total linear attenuation coefficients of

the reactor inventory, stainless steel shaft (onto which impeller is mounted), the reactor
wall and the detector material, respectively. Each of the above attenuation coefficients

depend on the y - ray energy.

Tracer Location

104

Detector locations

Figure 5-20. Modeling Internals using Monte Carlo Simulation

It is in the computation of the intrinsic efficiency & that the Monte Carlo procedure is
used. Out of N photons emitted by the tracer only a certain fraction of the photons will
intersect the detector crystal. The direction of each photon is picked at random, using a
rectangular random number generator (corresponding to a Monte Carlo random sample),
and depending on the direction cosines of the photons it can be checked if a particular
photon will intersect the detector or not. This fraction of the total photons that do
intersect the detector surface, by definition is the solid angle subtended by the detector at

the location of the tracer. The advantage of using a Monte Carlo integration is that the
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error decreases with the increase in number of photon histories tracked as J—=__

history
It has been found previously (Larachi et. al., 1994) that tracking 1000 photon histories
provides a reasonably accurate estimate of the intrinsic detection efficiency €. The first
step in the Monte Carlo simulation is to estimate the parameters of the model equation

(5.6), i.e. R, 7,4, using the calibration data or the static measurements discussed earlier

(section 5.2.4). Then the next step is to verify that the model can then be used to simulate
the counts registered by the detectors corresponding to each known calibration point. A
sample parity plot of the simulated versus measured calibration counts for detector #1

(Figure 5-21) suggests reasonably good predictions by the model.

3000 : . : !
2500
2000

1500

Predicted Counts

—_
Q
[
[

500

) : : i i
0 500 1000 1500 2000 2500 3000
Measured Counts

Figure 5-21. Parity Plot of Predicted vs Measured Calibration Counts Registered by
Detector #1

The next step in using the model is to feed the known circular particle trajectory

(corresponding to a certain impeller speed) E(t) sampled at a certain sampling frequency
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Jiample == 10 €quation (5.6) to generate a dynamic estimate of the count registered by
T

the i detectori.e. Choe (x, (1,2, ) y5(t:1,) 25 (t.2,)) as

dynamic

. to+T R¢8(x y Z)
Cdynamlc Xt +7 ,i = V. Al dt (5'8)
( (o +7) ) ,:[ 1+7,VRee(x,,2)

This equation is handled numerically as:

Cdynamxc( Io + Z' ) i” Ck( ( Nk T),i) (5_9)
small

The value of the integral does not change for values of N> 20. Thus, equations (5.8)

and (5.9) are used to numerically generate a raw count file corresponding to the dynamic
CARPT measurements. These are then fed into a Monte Carlo based particle rendition
algorithm (Chaouki et. al., 1997) to estimate the particle trajectory and particle velocity
for different sampling rates and impeller speeds. In the following sections the
experimental results are discussed in detail and some preliminary results from the

simulations are outlined.

5.2.5 Results and Discussions
5.2.5.1 Variation of Radial Bias with Data Acquisition Rate
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Figure 5-22. Variation of Radial Bias with Data Sampling Rate (V3p=0.21 - 2.79 m/s)
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In Figure 5-22 the variation of the radial bias (.,.omucea —; ) with the data sampling

actual
rate at different impeller speeds is shown. It can be seen that for all impeller speeds and
sampling frequencies the bias is always negative, i.e. the reconstructed radial particle
position is always underestimated. Further, for a given impeller speed it can be seen that
the radial bias is at the minimum within a certain optimal data sampling rate window. The
window shifts to the right with increasing velocities, i.e. at lower impeller speeds (26 —52
cm/s) the bias seems to be the smallest between 25 —50 Hz while for higher velocities
(1.05 - 2.79 m/s) the minimum in the bias seems to be found between 75 — 125 Hz. For
all speeds the bias becomes independent of the sampling rate beyond 200 Hz. However,
as the data acquisition rate increases, the number of photon counts registered by a
detector decreases and therefore the resolving capability of the detector deteriorates.
Hence, there seems to be an inherent upper limit on the data sampling rates fixed by the
resolving capability of the detectors. Given that, the lower limit on the sampling
frequency seen from Figure 5-22 would seem to correspond to the desired minimum
frequency below which the dynamic bias effects become important. That one should

anticipate such limits is shown later theoretically.
5.2.5.2 Determination of Optimal Data Acquisition Rate

Based on the reconstructed particle trajectories the azimuthal velocity of the particle has
been computed using the existing CARPT algorithms (Degaleesan, 1997). The variation
of the nondimensional azimuthal velocity (Ve/Vyp) with sampling frequencies, for
different impeller tip speeds, is shown below in Figure 5-23 and is similar in nature to
Figure 5-22. Ideally, the estimated nondimensional velocities must be equal to 1. The
figure suggests that at all data acquisition rates and for all impeller speeds the velocity is
underestimated. The bias in the velocity is found to be minimum in a certain optimal
sampling window. The bias at lower sampling rates is found to become higher with the
increase in impeller speeds. Beyond a certain sampling rate (200 Hz) the bias seems to be

independent of the sampling rate.
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Figure 5-23. Variation of Estimated Vo/Vyj, vs Data Sampling Rate (Vip =1.05 - 2.79
m/s)

The estimates of the bias shown above incorpdrate the contribution from the statistical
fluctuations due to the nature of the photon emission process. The different contributions
to the bias observed can be thought of as shown below in Figure 5-24. In the current
experiment the medium was quiescent and hence the final data are corrupted only by the
static bias and the dynamic bias. Subtracting the static bias contribution from the velocity
estimates suggests that the dynamic bias is of the order of 14 -30 % (with increasing
velocities). This would seem to be a considerable loss of information due to the dynamic

bias effects.
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Figure 5-24. Errors in CARPT due to Nature of Experimental Technique
5.2.5.3 Limits on Data Sampling Rates

The optimum sampling frequency to capture a certain velocity is seen to be bounded
between a frjy and a fmax. The fmn is the smallest frequency with which one needs to
sample the data to ensure that the dynamic count at a certain location is as close as
possible to the static count registered at that point. This criterion will ensure that the fluid
velocities will be captured reasonably accurately. This minimum frequency is therefore
determined by the following relationship:

abs(Cd’““"“°(x2,y2,z2)-C"”“c(xz,yz,zi)) «<] (5-10)
\/Cmm(xzay”zz)

The fo is the maximum frequency with which one can sample the data beyond which

the statistical nature of the emission process makes it meaningless to acquire photons. An
estimate of this maximum frequency can be obtained as follows:
Ax

V =— 5-11
= (5-11)
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v, =% (5-12)

Now the LHS will be maximum when V, is maximum and Ax is minimum. The
maximum V, is the maximum velocity one is expecting in the system. The smallest

displacement one can measure is the resolution of the system in that direction. Now an

estimate of Ax is given in (Chaouki et. al., 1997) as:

1
Ax = r__) (5-13)
sJc
IR
C= D~ “source (5_14)
£

where Ryource i the source strength in disintegrations per second, /= vgel and S is the

sensitivity of the system. From the above we get:

f;max = VXS FDRsnurce (5_15)
f;’ max
Therefore we estimate the maximum sampling frequency as:
Fome = DoRonuee) VSV (5-16)

Now, V, is the maximum velocity we wish to be able to capture, Ryource 18 known and S is
a complex function of the detector arrangement (I'p), relative location of the tracer in the
column with respect to the detector arrangement and several other factors (Roy, 2000).
An estimate of S is obtainable from Roy (2000) where the distributions of S for different
detector configurations and locations of tracers are given. The maximum mean
sensitivities seem to be of the order of 3.39 %/mm. The fact that S and Vy are functions
of position i..e. (x, y,z) suggests that the appropriate sampling frequency f; would also be
a function of (x,y,z). But estimates of the maximum allowable sampling frequency can be
made by using the sensitivity calculated at the point where the maximum velocities are
expected for a particular detector and tracer arrangement. For the stirred tank set-up this
maximum velocity is expected at the impeller tip which is near the column center. These
calculations predict a maximum sampling frequency of 600 Hz whose order of magnitude

is comparable to the maximum sampling rate observed experimentally.
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At lower frequencies error due to the statistical nature of the photon emission process
would be lower than at higher frequencies. Hence, the lower estimate obtained
experimentally can be thought of as a reasonable estimate of the desired frequency for
data acquisition. The above analysis allows us to anticipate that there would be a n upper
limit on the sampling frequency as we see from the experimental results reported in
Sections 5.2.5.1 and 5.2.5.2 where beyond 120 Hz the velocities start deviating from the

plateau..
5.2.5.4 Simulated Effect of Sampling Rate

Based on the details of the numerical scheme outlined in Section 5.2.4 some preliminary
simulations are reported below in Figure 5-25. A circular trajectory similar to the
experimental trajectory was fed into the Monte Carlo simulations. The particle was
assumed to be moving at 1.0 m/s along this circular trajectory. A raw count file was
generated from the Monte Carlo simulation corresponding to different sampling rates. A
plot of this counts vs distance of tracer from detector #1 is shown below in Figure 5-25. 1t
is seen that as the data sampling rate is increased more and more points are picked up by
the detector. With the increase in the data sampling rate the calibration map looks closer
and closer to the one with a single curve similar to the static calibration map (Figure 5-
17). These results are encouraging given that the simulations shown below were
performed without accounting for the statistical fluctuations of the photon emission

process.
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5.2.6 Conclusions 125

The dynamic bias effect has been quantified experimentally. The experimental results
suggest that an optimal sampling frequency window exists. Further the appropriate
sampling frequency would seem to differ from region to region in the reactor depending
on local flow conditions. This would suggest that CARPT data should be acquired at the
highest experimentally possible sampling frequency. Then the data must be reprocessed
at different optimal frequencies in different zones based on a physical understanding of
the flow being investigated. The preliminary results obtained from the numerical
simulations are very encouraging. This will enable us to develop the ability to estimate
foptimal “a priori” for any reactor configuration to capture V., accurately. This will
be of considerable use when the CARPT technique has to be implemented in large
industrial reactors where performing such experimental studies is both cumbersome as
well as time consuming. In the following section the errors in estimating the Eulerian
information from the reconstructed trajectories and errors due to tracer not following the

flow faithfully (refer section 5.1) are discussed in detail.
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Chapter 6

Eulerian Flow Field Estimation from Particle
Trajectories: Numerical Experiments

6.1 Introduction

In this chapter we investigate in detail the errors in estimating the Eulerian
information from the reconstructed trajectories (error of type 2), and errors due to
tracer particle not following the flow faithfully (error of type 3) using simulations.
Errors in reconstructing trajectories from detector signals have been studied
extensively (Larchi et. al., 1997; Roy et. al., 2001; Chapter 5, Sections 5.1, 5.2,
Rammohan, 2000b and Rammohan et. al., 2001c). On the other hand little work has
been performed in quantifying the errors of type (2) and (3) mentioned above. Several
factors such as tracer size, data sampling rate, Eulerian grid used for the recovery
process, etc. may affect the magnitude of errors of type (2) and (3). It is very difficult
to perform a controlled CARPT experiment where each of these parameters is
systematically varied and its influence on the recovered Eulerian information is
studied. As an alternative, in this work, a CARPT experiment is numerically
simulated to evaluate the parametric sensitivity of the Eulerian recovery process. This
study attempts to provide an estimate of the magnitude of the error of type (2) and of

type (3) through some numerical experiments with the focus on stirred tank type flow.

The approach adopted in this chapter is based on simulation of the Eulerian flow field
in the system of interest. A single particle is then introduced in such a stationary flow
field and particle motion (trajectory) within the domain is simulated numerically. The
simulated particle trajectory data is then fed into CARPT processing programs
(Devanathan et. al., 1990), which extract the Eulerian mean velocities and the
turbulent kinetic energy. The error of type 2, i.e. the error introduced by the CARPT
processing programs, is then quantified by comparing the original Eulerian mean
velocities and turbulent kinetic energy with the corresponding Eulerian quantities

estimated from the
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Lagrangian trajectories by the CARPT processing programs. A preliminary
quantification of the error of type (3), i.e. the inability of the tracer particle to follow
the flow, is attempted by estimating the flow following capability of a large and heavy

tracer and of neutrally buoyant tracers ranging in diameter from 150um to 2,300 um.

6.2.0 Details of the Simulations

6.2.1 Eulerian Flow Field Simulations

In a stirred tank reactor very large velocity gradients exist in the axial direction near
the impeller blades (Rammohan et. al., 2001b). Hence, in these regions the flow
following capability of the tracers of finite size will be severely tested. Further, in this
region the CARPT processing issues like the size of the grid used, the sampling
frequency of the trajectory data and particle occurrence statistics are critical. It is
therefore important to select an appropriate model problem, which retains these key

features but still allows fast evaluation of the desired parameters.

Wall

Y>=20cm
Wall Wall
V=-0.1427 m/s, U=0
Y=7.34 cm
Y=6 cm
X=-333cm \ X=+3.33cm
V=0.1427 m/s, U=0
Y;=0 Wall

X;=-10cm X.=+10cm
Figure 6-1(a). 2-D Domain with Boundary Conditions
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A two — dimensional geometry shown in Figure 6-1(a) was therefore chosen as it
enables a quick evaluation of the sensitivity of the numerical simulations to a whole
range of numerical parameters like: the grid used for the Eulerian simulations, the grid
used for converting the Lagrangian information to the Eulerian information
(Rammohan, 2000a) and turbulence model used for the random walk of the tracer

particle (Discrete Random walk (DRW) or Continuous Random Walk (CRW)) model.

6.2.1.1 Computational Model

The geometry studied was a 2-D square of width 20.0 cm (from -10.0 cm to 10.0 cm)
and height 20.0 cm (refer to Figure 6-1(a)). This geometry and the dimensions were
selected to closely mimic the experimental system of Rammohan et. al. (2001a). A
Cartesian grid was used and the velocities were solved for in the Cartesian co-ordinate
system. A standard k - € turbulence model was used. The following equations were
solved using the commercial CFD code FLUENT4.5:

—E’—(pui¢)=—§—[1;g—f§}+s¢ (6-1)

i i
where ¢=1UandV yields the equations of continuity and momentum transport in
the x direction and y direction, respectively. In equation (6.1) S, is the source term,

which is zero for the continuity equation and contains the contributions from the

pressure term and the viscous terms for the momentum transport equations. Thus the

term [, ¢=U and V itis equal to:

Cok’

1—; =ﬂeﬁ' = +u (6-2)

where k is the turbulent kinetic energy and € is the rate of dissipation. The transport

equations for the turbulent kinetic energy and the dissipation rate are as follows:

d 0 u ok

2 (ouk)="t 4G, - 6-3

ox; () o, o, Ox, pe 3
and

0 0 U O€ £ &

2 =52~ 4C,,—G,~C,,p— 6-4

axi (Wig) axi O_E axi le k k th k ( )

where G, is the generation of k and is given by



129

G, 20 2 1% (6-5)
= o o, Y
The turbulent viscosity is related to k and £ by the expression
kZ
x u (6'6)

The coefficients C,,, C,,, C,, 0, and o, are empirical constants which are taken to

have the following values (Launder and Spalding, 1974):
C,.=144, C,, =192, C, =009, 0, =10 and o, =13 6-7)

The top, bottom and sides of the column were modeled as no slip boundaries with
standard wall functions (Launder and Spalding, 1974) used for the turbulent kinetic

energy and dissipation rate.

The flow generated by the Rushton turbine was simulated by fixing the liquid
velocities in the live cells (that is the flow was not solved for in these cells) in the
domain corresponding to the location of the top and bottom surface of the impeller.
Simulations were carried out to simulate the flow generated with impeller tip speed of
1.0 m/s. The knowledge of the pumping number and impeller dimensions may be
used to estimate the liquid velocity at the top and bottom horizontal surfaces of the
impeller swept volume as:

V,= —72—[-(FI)ND (6-8)

where Fl is the pumping number of the Ruston turbine, N is impeller rotation speed

and D is the impeller diameter.

The “stirred tank” was divided into three blocks in the horizontal direction and three
blocks in the vertical direction. The details of a typical grid (Gs) used in the
simulation are shown in Figure 6-1(b). A higher order discretization scheme, QUICK
was used for the simulation to capture the circulating flow structure accurately. A
convergence criterion of le-4 (ratio of current residuals to residual after first iteration)
was set for each variable (i.e. pressure, velocities etc.). The convergence of the

simulations was further ensured by verifying the mass balance (within 0.1%) in
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various control volumes in the tank. Four different grids were examined for the
Eulerian simulations: 42 X 42 (Gy), 82 X 82 (Gg, Nimpetier = 12, AYimpeller = 1.0 mm),
82 X 82 (Gs, Nimpeller = 24, AYimpetier = 0.5 mm), and 162 X 162 (Gs, Nimpelter = 72,
AYimpetier ~ 0.15 mm). The grids differ not only in the total number of cells but also the

distribution of cells in certain regions of the system. For instance N, =12 implies
there are 12 cells in the impeller zone and 4y,,,,., = grid spacing in the vertical

direction in the impeller zone.

82¢

Figure 6-1(b). Details of Grid

Detailed comparisons of the mean velocities and the turbulent kinetic energies
(obtained with the different grids) were made at selected locations in the stirred tank
(X,=-4.5 cm, X,=4.5 cm, Y,=4.5 cm and Y,=11.5 cm). Some of these comparisons
are shown in Figure 6-2. Figure 6-2(a) compares the horizontal velocity at the vertical
plane X= -4.5 cm obtained with the grids G,, G; and Gy. The results obtained with G;
and Gy are seen to compare very well (within 1%) right from the bottom to the top of

the tank, while the comparison of the velocities computed with G; and G, with those

obtained with G, is good (within 1%) in the bottom portion of the tank and in the
impeller zone but not in the top portion of the tank where the differences can be up to
10%. Figure 6-2(b) reveals that in the impeller region there is a difference in the
computed turbulent kinetic energies of nearly 10% between grids G3 and Gy (with G2

underestimating the kinetic energy by almost 50%). It has been
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reported earlier (Ranade et. al., 2001, Bartels et. al., 2000) that obtaining grid
independence for the turbulent kinetic energy with the standard k - € turbulence
model is very difficult. Hence, for these simulations the observed difference of upto
10% will be regarded as acceptable. Therefore the results obtained with grids G3 and
G, can be considered acceptable for our purposes. It must be emphasized that a fine
grid in the impeller region is essential to obtain grid independent results. The results

obtained with Gj are used for all subsequent simulations.

Figure 6-2(a). Grid Dependence of Horizontal Velocities
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Figure 6-2(b). Grid Dependence of Turbulent Kinetic Energy
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6.2.2 Lagrangian Particle Tracking
Once the grid independent Eulerian flow field was computed, the Lagrangian particle
tracking was initiated. The particle tracking simulations were decoupled from the
Eulerian fluid velocity calculations. A tracer particle of size 10 um and the same
density as the liquid (1,000 kg/m®) was chosen for the simulations to quantify the
error of type 2, i.e. to determine the inaccuracies involved in inferring the flow field
from Lagrangian trajectories. For each condition ten independent particle injections

were made. The initial conditions for these ten injections are listed in Table 6-1.

Table 6-1. Initial Conditions for Particle Tracking Algorithm

S.N. | Xparicle M) | Ypaicle (M) | Vx (m/s) | Vy(m/s)
1 -0.057 078 -.448 105
2 0522 078 457 .090
3 -0.07 034 0226 -175
4 0017 134 -.003 -.328
5 0856 026 -0.067 -216
6 -0.081 .068 -2713 0178
7 074 165 -.128 .148
8 -0.005 0.073 -0.095 -.143
9 -0.037 068 -.854 -.001

10 -0.092 014 107 -.164

For each injection 1 million particle occurrences were obtained. Hence, for each
condition ten million particle occurrences were obtained in all. The resulting particle
trajectories covered the whole space. The equations used for computing the particle

trajectory are:

fﬁ:FD(u_up)'*-gx(pP_p)/pP-*.Fx (6-9)

where F, (u -u p) is the drag force per unit particle mass and F, is given by:

_ 184 CyRe
p,d. 24

P

F, (6-10)
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Here, u is the fluid phase instantaneous velocity at the particle location, u, is the
particle velocity, 4 is the molecular viscosity of the fluid, o is the fluid density, p,

is the density of the particle, and d, is the particle diameter. Re stands for the relative

particle Reynolds number, which is defined as:

_pdplup_"‘

Re= (6-11)
u

The drag coefficient, C,,, is a function of the relative particle Reynolds number of the
following general form:

C,=a,+a,/Re+a;[Re’ (6-12)
where the a’s are constants specified over a wide range of Reynolds number by Morsi
and Alexander (1972).

6.2.2.1 Modeling Unsteady Drag Terms

It should be mentioned that the above equations account only for the steady state drag
forces and do not currently account for the unsteady drag terms like the added mass,
pressure gradient, the Basset memory integral term, lift force etc. This added mass or

virtual mass force is given by:

1 Du du
” =—£—(—"———"J (6-13a)
2p,\ Dt dt
where
D o0 - =
Z="4yeV 6-13b
Dt ot “e ( )
d 9 — 2
__=.—_+ .V 6-13C
dt ot “ ( )

The added mass term, pressure gradient term and the Basset force term are negligible
for the neutrally buoyant tracer and for the heavy tracer (Sangani et. al.,1991;
Michaelidis, 1997; Lovalenti and Brady, 1995; Mei et. al., 1995). Another important

force, which acts on the tracer particle, is the lift force or the lateral migration force.
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All these forces like the virtual mass force, pressure gradient force, Basset force and
lift force; originate from one single integral (Patankar et. al., 2001) which represents
the hydrodynamic surface force exerted by the background fluid on a particle
immersed in the fluid. This integral is represented as follows:

F =<j’[— PI+T)endT (6-14)

hydrodynamic
where P is the pressure field, T is the shear stress tensor and n is the unit normal to the
surface of the particle. For simple linear flows this integral can be regarded as a
superposition of the different forces listed above. For complex non-linear flows this
linear superposition is not necessarily valid (Gavze, 1990) and the rigorous approach
to account for the hydrodynamic forces requires the solution of this integral over the
particle surface (given by équation (5.30)). To compute this integral rigorously, one
would need to know the velocity gradients along the surface of the particle, which
requires the base flow field information at very small length scales, like those
obtained from direct numerical simulations by Patankar et. al. (2001). In the absence
of such detailed computations most of the researchers performing Euler — Lagrange
simulations assume, as done in this work as well, that the linearity assumption holds
and account separately for each of the different components of the hydrodynamic

force by models developed through analytical calculations for simpler flows.

Formulation of the lift force has been studied by a number of researchers like Saffman
(1965), Rubinow and Keller (1961), Ho and Leal (1974), Mclaughlin (1991) and Mei
(1992). In the current study the lift force was not accounted for in the calculations
with the neutrally buoyant tracer (except for studies with d,=250um). It is expected
that neglecting the lift force will introduce errors in the computed trajectories
especially for finite tracer sizes (> 800um, Sommerfeld, 1990). Hence, the errors
predicted by the current study must be interpreted as a conservative estimate. For the
non-neutrally buoyant tracers, both the modified Saffman lift force (Mei, 1992) and
Rubinow and Kellers’ (1961) rotational lift force have been accounted for. The
formulation used for these forces is given below:

Fognn _ 967 \/Z_j v, - v, 2 (6-152)
P p

m nd |a)a|

(4
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where V. is the relative velocity between the fluid (u ,) and the particle (u p) given
by:

V,=(u,x—upx)i+(uﬂ -upy)j (6-15b)
and @, is the vorticity of the continuous phase, which for a 2-D flow will have only

the component perpendicular to the x — y plane:

O, =W i+, j+ wak=€><u_; (6-15¢)
6 Zd 20, (6-15d)

Mei, 1992 proposed a correction factor to the Saffman force to extend its validity to a
larger range of shear Reynolds numbers. This correction factor, obtained empirically,

is given by:

~Re
Froaipea | F Wan=(1—0.3314ﬂ'/2)exp[ 10”j+0.3314ﬂ’/2 Re, <40

= 00524(,3Re }”* Re, >40 (6-15¢)

2|u_ ||a)| 0.005<f <04

where B is a measure of the local shear. The Rubinow and Keller’s correction to

Saffman’s lift force is given by:

Fy_
:1: 4p,,( iV_+ iV, o, (6-16)

All of the above additional forces were incorporated through user-defined subroutines
in FLUENT 4.5.

6.2.2.2 Modeling Effect of Fluid Turbulence on the Tracer Particle

In the current work, since the fluid turbulence is modeled for by the k—& model, and
not solved for exactly, its effect on the particle also has to be modeled. It is reported
(Crowe et. al., 1998) that only for particles much smaller than the Kolmogorov length
scale (i.e. d,[n<< l) of the base flow the fluid turbulence will have a direct impact

on the particle. For larger particles the turbulence effect will be through the

macroscopic base flow. For the impeller tip speed in the current work the smallest
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d,[n~ O(I). Hence, in the current work the effect of turbulence is modeled by two

different random walk models: the discrete random walk model (Gosman and
Tonnides, 1981) and the continuous random walk model (Thompson, 1988). Both of
these models assume that the fluid velocity consists of two components, the mean and

the fluctuation:

u,=u, +i, (6-17)

a) Discrete Random Walk Model: In the discrete random walk (DRW) model, or
“eddy lifetime” model, the interaction of a particle with a succession of discrete fluid
phase turbulent eddies is simulated. Each eddy is assumed to be characterized by: a)
Gaussian distributed random velocity fluctuation and b) a time scale 7, . The values of
the fluctuating velocity component, which prevail during the lifetime of the turbulent
eddy, are sampled by assuming that they obey a Gaussian probability distribution

function, so that

o (6-18)

where ¢ is a normally distributed random number, and the remainder of the RH.S. is

the local root mean squared velocity (r.m.s) of the velocity fluctuations. Since the
turbulent kinetic energy is known at each point in the flow, these values of the r.m.s

fluctuating components can be obtained (assuming isotropy) as:

Ju? =\v;? =\, =23 (3~ D)= \/3k]4 (2~ D) 6-19)

The characteristic life time of an eddy is defined as either a constant:

7,=2T, (6-20a)

e

or as a random variation about T} :
7,=—T,log(r) (6-20b)

where r is a uniform random number between 0 and 1 and 7, is the Lagrangian eddy
time scale given by T} =0.15—k£ . The option of random calculation of 7, yields a more

realistic exponential decay of the correlation function unlike the constant eddy
lifetime model, which yields a linear decay. The particle is assumed to interact with

the fluid phase eddy over this eddy lifetime. When the eddy lifetime is reached, a new
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value of the instantaneous velocity is obtained by applying a new value of ¢. In the

current studies the DRW model is used with the variable eddy lifetime model.

b) Continuous Random Walk (CRW) Model:
In the CRW model, the instantaneous fluid phase velocity is obtained through the
solution of the Langevin equation (Thompson, 1988; Pope, 1994):

1
. 1 {p) (1 3 )(s) . — 20,U; )
dU instanianeous ! - —t - = AN A instantaneous - (6-21)
’ (x,,(t) y,,(t)) o _—ax,. dt 2+ y C, p (U, U,)lt H—r dw

Here the first two terms on the R.H.S. of the equation (6-21) are the deterministic

force acting on the fluid particle and the third term is the random or Brownian force

acting on the fluid particle. dw is a Weiner random process with zero mean and

variance <dw2>=dt. The use of the Langevin equation for modeling the fluid

turbulence is expected to give a more realistic representation of the fluid correlation
function. The CRW model is however computationally more demanding. In the

current study both DRW and CRW are evaluated.

6.2.2.3 Details of Trajectory Calculation
Once the particle velocities are obtained, the particle locations can be obtained by

integrating the following equation:

%=up (6-22)

The integration can be done by either simple Euler’s method or by a fourth order
Runge Kutta scheme. The Euler’s integration technique was used to obtain the
particle locations from their velocities. The time step for integration was specified

through a step length factor (Z.) This factor is roughly equivalent to the number of

time steps required to traverse the current continuous phase control volume. For the
current calculations a step length factor of twenty was specified for each cell. A larger
step length factor would mean a more accurate calculation of the trajectory but at the
cost of obtaining trajectory information over shorter time periods. When solving the
force balance equations on the particle, the fluid velocities were obtained at the tracer

location by interpolating the fluid velocities in that computational cell. Using cell
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centered fluid velocities was avoided, as this could introduce considerable error if the
computational cell were large enough to expect gradients in the fluid velocity within
that cell. For each tracer injection a maximum of one million time steps were

specified.

6.2.2.4 Estimating the Eulerian Flow Field from Lagrangian Trajectories Using
CARPT Processing Programs

The Lagrangian simulations yield the Lagrangian history of the particle’s motion in
the entire domain. Some snapshots of typical particle trajectories are shown in Figures
6-3(a) — 6-3(d). Figure 6-3(a) shows the evolution of the particle trajectory over the
first three seconds of its motion. The particle was introduced just above the impeller
tip (X= -5.66 cm, Y= 7.8 cm) with the fluid velocity at that point. The radial flow
coming out of the Rushton turbine is seen to drag the particle radially for a short
distance (~ 2cm) before lifting the particle upwards. The particle is then seen to
follow the different vortices in the upper half of the tank and lands up near the
impeller tip at the RH.S. of the tank after 3 seconds (X~3 cm, Y~8.0 cm). The
snapshots of the particle motion over the next few intervals of time are shown in
Figures 6-3(b) — 6-3(d) where the particle is seen to follow both the upper and lower
recirculating structures. The particle trajectory when plotted over a period of 200
seconds (corresponding to 1 million particle occurrences) was observed to cover the
entire space of the tank. Once the particle trajectories are obtained from the
Lagrangian simulations they are fed into the CARPT processing programs. The
CARPT program then divides the entire tank into a number of voxels (3-D) or pixels
(2-D). The division of the tank into compartments can be uniform or non-uniform.
Non-uniform division follows the multi-zone philosophy used in FLUENT4.5 (refer
to Figure 6-1(b)). Here the whole tank is divided into a certain number of blocks in
the horizontal and the vertical direction. The starting co-ordinate and ending co-
ordinate for each of these blocks need to be specified and the number of cells in each
of these blocks has to be input to the CARPT processing programs. The particle
velocities are computed from the instantaneous positions, and the velocity is assigned

to the midpoint of the two successive instantaneous positions.
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U(XI+X2 YI+Y2)=(X2—X1) (6-23)
2 2 At
V(XI+X2 Y1+Y2)=(Y2_Yl) (6-24)
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Figure 6-3._Snapshots of Simulated Particle Trajectories at Different Instants in Time

The voxel/pixel to which this midpoint belongs is identified and the computed
instantaneous velocity is assigned to that cell. This procedure is repeated for each of
the ten million occurrences and the corresponding velocities are assigned to the

different cells. Using the instantaneous velocities associated with each cell, the
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corresponding ensemble averaged velocities and turbulent Kinetic energies are

computed for each cell (Rammohan, 2000a).

(U (x.y))=%20n (x.y) (6-25)
U’ (x,y)=U (x,y)- (U (x.»)) (6-26)
(U (x 3V’ (x.7)) =7f,-nZZ;U'(x,y)V'(x.y) (6-27)

These ensemble averaged quantities, which are assumed equivalent to the time
averaged quantities (flow field assumed to be stationary and ergodic), were then

compared with the Eulerian velocities obtained in Section 6.2.1.1.

6.3.0 Results and Discussion

In Figure 6-4(a) the ensemble averaged velocity vector plot in the entire tank is
shown. It can be seen that the Eulerian estimates from the Lagrangian trajectories can
capture the classic flow structure reported in stirred tanks equipped with Rushton
turbines. Further the contours of the turbulent kinetic energy distribution are shown in
Figure 6-4(b). The steps in simulating a typical CARPT experiment are summarized
in Figure 6-5. The sensitivity to the different numerical parameters in a particle

tracking simulation is discussed in the following sections.

2-D velocity vector piot from Lagrangian trajectory
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Figure 6-4(a). 2 -D Vector Plot from Lagrangian Trajectories
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Figure 6-5. Sequence of Numerical Experiments

141



142
6.3.1 Role of Lift Force
The role of the lift force was examined by implementing the modified Saffman shear
lift force (6.15a) and the Rubinow — Keller’s rotational lift force (6.16). The Saffman
shear lift force introduces a lateral force component, which is one order of magnitude
larger than the Rubinow — Keller’s rotational lift force. In this section the influence of
the lift force on Eulerian estimates, obtained from a large, heavy and from a large
neutrally buoyant tracer, is examined. The effect of the lift force on the large and
heavy tracer is shown in Figure 6-6. It can be seen from Figure 6-6(a) and Figure 6-
6(b) that in the regions of large base flow velocities the horizontal velocities obtained
with the lift force are higher (10%) than without the lift force, while the vertical
velocities obtained with the lift forces are lower (36%) than those obtained without
the lift forces. The differences in velocities with and without lift forces (]':‘.rel =6-11%,)
are higher for the heavier particle than for the neutrally buoyant tracer. From Figure
6-6(c) it can be seen that the estimate of the turbulent kinetic energy obtained in the
impeller region with the lift force is higher than the estimate obtained without the lift

force (E™* =100%, E™ = -11%) and is closer to the original Eulerian values.

The estimates for velocities and turbulent kinetic energies obtained with and without
lift forces for the neutrally buoyant tracer are shown in Figure 6-7. It must be
emphasized that the current lift force models are expected to underestimate the lateral
force component (as explained in Section 6.2.1). Hence, it can be seen (Figures 6-7(a)
and 6-7(b)) that the velocities remain almost unchanged with/without lift forces E™=
-0.75 % to 3%, E™ =37 - 44%). The estimates of the turbulent kinetic energies are
also seen (Figure 6-7(c)) to remain relatively unchanged with/without lift forces (E™
= 3.7 %, E™* = 33%). Hence, the erors predicted by the current study for the

neutrally buoyant particle must be interpreted as underpredicting the true error.
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6.3.2 Sensitivity to Random Walk Model

The sensitivity of the recovery process to the turbulence model used (DRW or CRW)
is shown in Figure 6-8 where the predictions of the horizontal velocity, based on two
different turbulence models, are more or less the same from the engineering point of
view (E™®= -1.6%) with the maximum difference between CRW and DRW E™=
22%. A similar trend is seen in Figure 6-8(b) for the comparison of predictions of
turbulent kinetic energy variations (E*'= -.05%, E™ = 19.2%). This indicates that the
recovery process is not very sensitive to the turbulence model used. Some Lagrangian
measures like the Return Time Distribution, circulation time distribution and mean
return times (Roberts et. al., 1995) were also used to evaluate the sensitivity to the
different numerical parameters. Figure 6-9(a) illustrates that the Return time
distributions (RTD) are insensitive to the turbulence models used, which implies that
the trajectories are not sensitive to the turbulence models used. The mean return times
are also comparable. In Figure 6-9(b) the RTD’s for the lighter and heavier particle

are compared. There is a slight difference in the RTD’s but the means appear
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comparable indicating that the heavier and larger particle can be expected to follow

the mean trajectories as well as the light particle.

Vy Eulerian vs V, Lag (quart grid, Fsampe=200 Hz)
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Figure 6-8(b). Turbulent Kinetic Energy Estimates Obtained with DRW and CRW
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6.3.3 Effect of CARPT Grid
The effect of CARPT grid size on the Eulerian recovery process is intimately
connected with the particle occurrence statistics per cell. With larger number of
particle occurrences per cell one would expect better convergence of the ensemble
averaged quantities given by equation (6.25) and (6.27). The particle occurrence per
cell is expected to increase with increase in grid size but this lowers the spatial
resolution of the ensemble-averaged quantities. Further, with higher data sampling
rates one would expect to be able to capture the finer scales of particle motion, which
would imply that one could expect better particle statistics with finer grids if data
acquisition rates were sufficiently high. However, very high data sampling rates in
practical implementation of CARPT result in a low signal to noise ratio and therefore
greater position error is introduced. Hence, in this section we try to identify the
smallest grid size and the minimum data sampling rate that will minimize the errors

associated with the Eulerian recovery process.

Five different gridding schemes were used for recovering the Eulerian information
from the Lagrangian trajectories. One grid was exactly the same as the grid used for
Eulerian CFD simulations. The others were coarser or finer than the Eulerian grid.

The details of these schemes are summarized in Table 6-2. The effect of CARPT grid
size is shown in Figure 6-10. The use of a very fine grid results in considerable spatial
fluctuations in the ensemble average velocity profiles due to a lower number of
particle occurrences per cell. This results in non-converging ensemble averages in
some cells (e.g. in a cell near the impeller the number of particle occurrences were as
low as 250 for the finest grid as against at least 4000 occurrences observed in one of
the coarser grids). It is apparent that a certain minimum fractional occurrence per cell
must be maintained to ensure convergence of ensemble averages. For this system this
minimum fractional occurrence (ratio of number of occurrences per cell to total
occurrences in the entire domain) was found to be 100 occurrences per cell out of a
total of 1 million occurrences in the entire domain (or 100 parts per million, p.p.m.). It
was also found that the fractional occurrence distributions depended more on the
velocity distribution in the domain of interest rather than on the total duration of the

particle tracking simulation.
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Table 6-2. Gridding Schemes Used for Recovering Eulerian Information from

Lagrangian Data
Grid Type No. of Blocks Cells per X Cells per Y
block block

Original_grid Nx=3, Ny=3 Block1,=30, Blockly=15,
Block2,=20, Block2y=24,

Block3x=30 Block3y=41

Quart_grid Ny=3, Ny=3 Block1,=8, Blockly=4,
Block2,=5, Block2y=6,

Block3,=8 Block3y= 10

Half_grid Nx=3, Ny=3 Block1,=15, Blockl,=7,
Block2,=10, Block2,=12,

Block3,=15 Block3y=20

Double_grid Ny=3, Ny=3 Block14=30, Blockly=15,
Block2,=40, Block2,=48,

Block3,=30 Block3y=41

Unif_grid Nx=3, Ny=3 82 82

V, Eulerian vs V, Lag (Half grid, Fsampie=200 Hz)
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Figure 6-10(a). Comparison of Horizontal Velocities
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Figure 6-10(b). Comparison of Vertical Velocities

Figure 6-10. Comparison of Eulerian Velocity (Eul) with Lagrangian Estimates
Obtained with Half (ha200) and Quarter (q200) Grids

This implies that performing longer experiments to obtain larger total occurrences
(with at least 1million total occurrences) may not really contribute to increasing the
fractional occurrence in some cells. However, before the fractional occurrence
criterion is used we must ensure that there are sufficient occurrences in each cell and
in accomplishing this, the longer experiment definitely helps. It is also seen in Figure
6-11 that with increasing the sampling frequency for a fixed grid size the fractional
particle occurrence distribution initially increases and then reaches a plateau beyond a
certain minimum sampling frequency. For a finer grid (shown in Figure 6-11(b))
while a similar trend is observed, the fractional occurrence however is consistently
below the minimum fractional occurrence (100 p.p.m.) for all frequencies. Hence, if
the data acquisition rate is above this minimum data sampling rate then the fractional
occurrence distribution will not be a function of the duration of the CARPT run or the
data acquisition rate. This result can be generalized as follows:

No.of occurences per cell=k(Ax, )(sz )(Ax3)> N icat ( function of application) (6-28)
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fractional Occurrence in p.p.m. (@ X=-3.55 cm, Y =6.5 cm)
vs Sampling frequency (for half grid)
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Figure 6-11(a). Variation of Fractional Occurence with Sampling Frequency for half
Grid
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Figure 6-11(b). Variation of Fractional Occurence with Sampling Frequency for
Original Grid

The total occurrences in the reactor are:

Total occurencesinthereactor=kV, .., (6-29)

Therefore the fractional occurrence in a cell should be:
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k{4, Xdx, Y 4x;)

Fractional Occurence= 2100 p.p.m. (6-30)

reactor
If gridding were uniform in the three directions then from the above formulation we
can find the minimum allowable grid size for estimating the Eulerian quantities from
the Lagrangian trajectories as:

(A1), = (Vg * 100p.p..)" (6-31)
In reality the gridding is non-uniform and there are constraints on spatial resolution in
a certain direction depending on the physical situation. The above formulation still
allows us to estimate the limiting uniform grid sizes. In all the above estimates we
assume that a minimum of at least one million total occurrences of the particle is
found in the reactor. With the coarser grids the mean velocity is recovered very well
as shown in Figures 6-10(a) and 6-10(b). The errors associated with the Eulerian

estimates have been quantified using the following formulae:

E((G)U)=G”""”""_— O, x 100

Ewlerian

(6-32a)

(6),=(Ux.y)) or (V(x.y)) or (u (. Y (x.)) (6-320)

where equation (6.32a) quantifies the error associated with the estimate of an

ensemble averaged quantity at one point. A relative mean error was defined as:

Ey =N1-_NZ'IE((G)U) or B = IE((G)U) (6320)
x 1= y i=

respectively.

The maximum error is defined as:

E((G)) = max{E(G))) (6-324)
It must be mentioned that in computing the mean errors and reporting the maximum
errors, the points where the local base flow velocity is close to zero
(V,om, /V,,.p ~ 0(10'2 )) were ignored. In these regions of low velocity the Eulerian

estimates obtained from the Lagrangian trajectories are not reliable since the number
of particle occurrences in these regions is very low. The inaccuracies in the Eulerian
estimates in these regions are not a cause for concern since flow information in these

regions is not vital in design except for identifying such regions. It has been shown
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earlier (Rammohan et. al., 2001a) that CARPT can identify the location of such

regions with reasonable accuracy.

Figure 6-10(a) shows the comparison of axial variation of the mean Eulerian
horizontal velocity at X;= -4.5 cm with the Eulerian velocity extracted from particle
tracking using grids half as fine (Vxx1ha200) and quarter as fine (Vxx1q200) as the
original Eulerian grid. This figure demonstrates that the original Eulerian information
for the mean velocity can be recovered very well from the Lagrangian trajectéries
and that the recovery is similar with the error from half coarse (E™ = -0.95%, E™ =
26%) being slightly higher than the quarter coarse grid (E™ = -1%, E™ = 16%). A
similar trend is observed for the horizontal variation of the vertical velocity at Y,= 4.5
cm. The Eulerian mean velocities were obtained from the Lagrangian trajectories by
resampling the trajectory information at 200 Hz (as against the 7000 samples
generated per second of the simulation). The recovery of Eulerian information from
Lagrangian trajectories was found to be insensitive to the sampling rates beyond 200

Hz as seen in Figures 6-12(a) and 6-12(b) with the half coarse grid and the original
grid.

V, in cnr's (X=-3.55 cm Y=6.5 o) vs Sanrpling frequency
(for half grid)

Vxincm/s

8
8
8
8

sampling frequency in Hz

Figure 6-12(a). Variation of Horizontal Velocity with Sampling Frequency for Half
Grid
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V, in c's (X=-3.33 cm, Y=6.5 cm) vs sanpling frequency
(Orig grid)

Vx in cm/s

Non dimensional sampling frequency
Figure 6-12(b). Variation of Horizontal Velocity with Sampling Frequency for
Original Grid

The ability to recover the turbulent kinetic energy from the Lagrangian trajectories is
shown in Figure 6-13. The axial variation of the turbulent kinetic energy at X;= -4.5
cm is somewhat captured with both the half fine (E™= 4%, E™*= 51%) as well as
quarter fine grid (E™'= 4%, E™*= 28%). A similar trend is observed for the horizontal
variation of turbulent kinetic energy (half fine: E®'= 5%, E™*= 49%; quarter fine grid:
E®= 12%, E™*= 23%). The above comparison illustrates that a neutrally buoyant
tracer particle of size 10 pm follows the motion of the fluid reasonably well.
Furthermore, for effective estimation of the Eulerian information using the CARPT
processing programs, the following criteria should be met: a) the appropriate grid size
for estimating Eulerian quantities from Lagrangian trajectories should be selected
based on the relationship proposed by equation (6.33), and b) the particle location
must be sampled at least every 0.01 seconds (for the impeller tip speed of 1.0m/s) but
more than 200 samples per second need not be acquired (where fractional occurrence

is independent of sampling frequency, refer Figure 6-11).
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This implies in general that the data must be sampled at least every 1/50™ of the

process time scale or:

2% m* ’;'mpeller
z.pr'm:e.rs VII'P
= >>50 ' (6-33)

T I
sample
’ /f;‘ample

Further studies are currently in progress to quantify in detail the relationship between

the process time scale and the sampling time interval. These studies indicate that from
a fluid dynamics consideration there is a certain minimum rate at which the particle
trajectory information must be sampled. This study complements our earlier
experimental findings (Chapter 5, Section 5.2, Rammohan et. al., 2001c) on the limits
of the sampling frequency derived from a dynamic bias consideration. That study
revealed that as the base flow velocity increases, the appropriate data sampling rate
also increases, and recommended an optimum data sampling rate of 100 Hz for

similar impeller tip speeds.
6.3.4 Effect of Particle Density and Size

The flow following capability of a larger (250 pm) and a much heavier

(pp / ps= 2.99) tracer particle is shown in Figures 6-14 and 6-15. Figures 6-14(a) and

6-14(b) reveal that the larger and heavier particle can still follow the mean fluid
motion reasonably well. The errors associated with the recovery for Figure 6-14(a)
are, for half fine grid: E® = 5.4%, E™ = 67% and for quarter fine grid: E* = -8.8%,
E™* = 24%, respectively. The errors associated with the recovery for Figure 6-14(b)
are, for half fine grid: E® = 7.4%, E™ = 71% and for quarter fine grid: E™ = -18.6%,
E™* = 53%, respectively. The larger and heavier tracer filters the turbulent
fluctuations of the fluid, as seen from Figure 6-15(a) (half fine grid: E® = 7.8%, E™*
= 73%, quarter fine grid: E® = 19.5%, E™ = 100%) where the heavier particle misses

almost 30% of the turbulent kinetic energy.

Figure 6-15(b) shows the ratio of the estimate of the computed turbulent kinetic

energy from particle trajectories to the original turbulent kinetic energy at the impeller
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tip for neutrally buoyant tracers of different diameters ranging from 150pm to

2,300pm.

V, Eulerian vs V, Lag (Half grid, Fsampie=200 H2)
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Figure 6-14(a). Horizontal Velocity Estimates Obtained with Dense and Large

Particle on Quarter (r3_quart) and Half (r3_half) Grids
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Figure 6-14(b). Vertical Velocity Estimates Obtained with Dense and Large Particle
on Quarter (r3_quart) and Half (r3_half) Grids
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The figure indicates that the larger although neutrally buoyant tracers filter out almost
50% of the turbulent kinetic energy. This estimate is comparable to the
experimentally observed loss of turbulence information in CARPT studies of the
stirred tank with a 2.3 mm neutrally buoyant particle (Chapter 3 and Rammohan et.
al., 2001b).

The relevant times scales to be examined related to particle ability to follow the flow
at low particle Reynolds numbers are:
a) The particle response time given by:

P4,

T, = 6-34
" Ton (6-34)

This represents the time needed for the fluid phase momentum to diffuse to the
tracer particle.
b) The particle relaxation time given by:

. 40,4, (6-35)

3p,C,lU|

This represents the time taken by the particle to be entrained by the continuous
phase.
c¢) Fluid eddy life time:

t},=0.15k[¢e (6-36)
This time scale represents the lifetime of a typical continuous phase eddy with

which the tracer particle can be expected to interact.

For each tracer particle these time scales can be evaluated theoretically for free fall in
the continuous phase. Using Morsi’s and Alexander’s correlation (1972) for
evaluating the single particle non turbulent drag correlation, C,, the slip velocity
between the particle and fluid for the heavy particle was found to be 4.15 cm/s and for
the smaller neutrally buoyant particle the slip velocity is close to zero. The relevant
time scales for the two tracers are shown below in Table 6-3. The fact that the ratio of
particle relaxation times to the eddy lifetime for both particles is <<1 indicates that
both the light as well as the heavy particle can be expected to follow the fluid motion
faithfully.
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Table 6-3. Comparison of Time Scales of Light and Heavy Tracer

Time Scale Light tracer Heavy tracer
7, 0115s 6.17us
5 6.36 ms 6.17 ps
7, 0115s 0115 s

However, the ratio of the particle relaxation time of the heavier particle to that of the
lighter particle is three orders of magnitude higher. As the ratio of the particle
relaxation time to the eddy life time increases beyond 1 the particle will be affected
less and less by the continuous phase turbulence. Hence, this analysis allows us to
anticipate the inability of the heavier and larger tracer to respond to all of the

continuous phase turbulence.
6.3.4.1 Role of Particle Density

In the above section the combined effect of particle density and size were examined.

In order to understand the influence of size and density separately, a comparison of

Eulerian estimates obtained with a large, heavy tracer (p,, / Py ~299,d,= 250,um)
and a large neutrally buoyant tracer (pp / p,~10,d,= 250,um) are presented in this

section. Figure 6-16(a) and 6-16(b) show the comparison of horizontal and vertical
velocities obtained with the heavy and neutrally buoyant tracers. The comparison
between the horizontal velocities shows that density has little effect on the magnitude
of the horizontal velocities (E® = 7%, E™* = 39%). The heavier particle is seen to
have a larger vertical velocity (23%), in the regions of high base flow velocities, and
smaller vertical velocity (25-30%), in the regions of low base flow velocity. The
differences in the vertical velocity between the heavy and neutrally buoyant tracer are
seen to be larger than the differences observed in the horizontal velocities (E™ = 29%,
E™ = 43%). There are huge differences in the estimates of turbulent kinetic energy
obtained with the heavy and neutrally buoyant tracer as can be seen from Figure 6-

16(c). The turbulent kinetic energy obtained with the neutrally buoyant tracer is
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almost 100% larger (in the impeller region) than the estimate obtained with the

heavier tracer (E™ = -0.8%, E™* = 96%). This comparison clearly shows that density

differences between tracer and fluid create a greater loss of turbulence information

than an increase in the size of a neutrally buoyant tracer does.

Viheavy VS Vxneutras With d,=250pm
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Figure 6-16(a). Effect of Particle Density on Lagrangian Estimate of Horizontal

Velocity
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Figure 6-16(b). Effect of Particle Density on Lagrangian Estimate of Vertical Velocity
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Figure 6-16(c). Effect of Particle Density on Lagrangian Estimate of Turbulent
Kinetic Energy

6.4.0 Summary and Conclusions

The current study numerically simulates a typical CARPT experiment with the
objective of evaluating the magnitude of the errors of type (2) and type (3) and their
parametric sensitivity. The current work consists of four main components: a)
Performing Eulerian simulations, b) Performing Lagrangian simulations, c¢)
Quantifying the errors in estimating Eulerian information from reconstructed
Lagrangian trajectories and d) Quantifying errors due to particle not following the

flow faithfully.

A two — dimensional model problem mimicking the key features of flow generated by
Rushton turbine in a stirred vessel was considered in the present work. Trajectories of
particles of different density and size were then simulated using the converged flow

field of liquid.
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A sound basis for accounting for certain surface force terms and neglecting others in

performing a particle tracking simulation was presented. The existing lift force

models were found to underestimate the lateral force acting on a neutrally buoyant

tracer. Inclusion of the lift forces for the heavy tracer results in an almost 100%

increase in the estimates of turbulent kinetic energy in the impeller region. It was

found that both particle Lagrangian trajectories and the Eulerian estimates obtained

from them were insensitive to the two different turbulence models (DRW and CRW)

used.

The following conclusions and recommendations are based on an understanding of

error introduced by the CARPT processing programs:

The effect of grid size on the Eulerian recovery process is intimately
connected with the particle occurrence statistics and the rate at which the
trajectory information is sampled. The influence of these two parameters on the
Fulerian estimates could be decoupled by introducing a parameter called the
fractional particle occurrence. The studies with different grids revealed that
ensuring a certain minimum fractional particle occurrence (function of vessel type
and flow) per cell is critical in estimating the Eulerian quantities from the
Lagrangian trajectories. The analysis of the errors associated with the recovery
process reveals that improper selection of grid parameters can cause errors to be
as high as 100% and that with proper selection of the grid parameters the mean
relative errors and the mean absolute errors can be as small as 1-10%.

Further, the recovery process was found to be sensitive to the data acquisition

rate for sampling rates below 100 Hz ('rpmm [ cample ~40). The recovery was

insensitive to the data sampling rates beyond sampling frequencies of 200 Hz

(’Cprocess / Tsample ~ 80) since the fractional occurrence reaches a plateau beyond

these frequencies. This preliminary study suggests that the current CARPT
technique, owing to current hardware limitations (fsample < 500 Hz), may be limited
to tracking the motion of flows whose process time scale is less than 0O.1s or

specifically to impeller tip speeds less than 4.2m/s (1200 r.p.m.).
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The following conclusions and recommendations are based on an understanding of

errors due to inability of the tracer to follow the base flow:

° A density mismatch introduces larger errors than the errors introduced by a
finite size of tracer. A large neutrally buoyant tracer (> 2300um) could miss as
much as 50% of the base flow turbulent information. A neutrally buoyant tracer
need not be smaller than 250um to be able to capture the particular base flow field
examined in the current study.

. Tracer particle density had little effect on various mean Lagrangian measures.

This study will be of considerable use when extended to simulating particle tracking
in a three dimensional stirred tank, for then one would have a valuable numerical tool
which would allow the selection of a CARPT tracer of optimum size, density ratio

and data sampling rate which can follow the motion of a fluid of a certain velocity.
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Chapter 7

Characterization of Gas — Liquid Flow Structures in
Stirred Tank Reactors via Computer Automated
Radioactive Particle Tracking (CARPT) and Computed
Tomgraphy (CT)

7.1 Introduction

Gas-liquid stirred reactors are used in a variety of industrial applications like oxidations,
hydrogenations, aerobic fermentations and manufacture of several pure products (Shah,
1992). Performance of such reactors depends on three key parameters (Smith, 1985):
scale, stirrer design and gas input rate. These parameters in turn affect the gas holdup, |
power demand, gas-liquid mass transfer coefficient, mixing characteristics and the
residence time distribution. The impeller design and rotational speed determine the
mechanism of breakage of gas into smaller bubbles, dispersion of bubbles throughout the
liquid, retaining bubbles in the liquid for a sufficient time and providing turbulent eddies
to feed liquid to and from the gas — liquid interfaces. Global parameters like overall gas
hold-up, power demand and overall gas-liquid mass transfer coefficients are very strong
functions of the local fluid dynamics of the gas and liquid phases in the stirred tank
However, several different combinations of the local fluid dynamics may result in similar
global measurements. Hence, the practice of studying the variation of global parameters
alone conceals detailed localized information. This local information may be crucial in
the successful design of process equipment (eg., to avoid localized oxygen depletion
Ranade and Van Den Akker, 1994; Gosman et al., 1992). The current literature on stirred
tanks, although rich with information on the total power consumption, flooding

phenomenon and overall gas holdup (Gezork et al., 2000; Nienow, 1996; Manikowski et.
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al., 1994; Chapman et al., 1983;) is almost completely devoid of local measurements.
Only a few studies, such as those of Lu and Ju (1987), Katsanevakis and Smith (1994),
Morud and Hjertager (1996), Deen and Hjertager (1999), Wang, Dorward, Vlaev and
Mann (2000); and Takahashi and Nienow, (1993); report the local quantities. A brief

review of the pertinent experimental studies is provided in the following section.

7.2 Review of Previous Experimental Measurments
This review is intended to emphasize the fact that gas — liquid flows in stirred tanks

exhibit a vastly complex, three dimensional and unsteady flow.
7.2.1 Qualitative Characterization of Flow through Photographic Studies

The principal mechanisms of the overall dispersion of gas into liquid, coalescence of gas
bubbles and power requirements are largely determined by the behaviour of the gas —
liquid mixture near the impeller blades. Van’t Riet and Smith (1973) characterized the
flow of gas — liquid mixtures near a Rushton turbine in a stirred tank reactor using two
different types of photographic measurements. They used a video camera that was
mounted to a table below the tank and rotated with the impeller speed and also obtained
high speed photographs with stationary cameras taken through the side of the tank. The
measurements in the moving frame were performed on a tank of 45 cm diameter while
the stationary measurements were performed on a tank of 30 cm diameter. Gas was
introduced from below the impeller through a ring sparger. Neutrally buoyant polystyrene
beads (2.0mm) were added to the flow for better visualization. Gas flow rates were small
enough not to disturb the main liquid phase flow features. The presence of centrifugal
effects causes the migration of gas to the vortex core and tends to form a cavity (refer to
Figure 7-1). A large proportion of gas was observed to be drawn into the vortex core. The
size of cavities behind impeller depends on the overall gas flow rate in the impeller
region and the agitator speed. At very low tip speeds (quantified in terms of Cavitation

number and Froude number) the natural buoyancy forces are greater than the centrifugal
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forces and hence no stable cavity is formed. Cavitation number, or gas flow number, is

the ratio of gas sparging rate to rate at which liquid is pumped by the impeller given by:

Fl= A?I;j (7-1)

The Froude number is the ratio of inertial forces (represented by the impeller rotational

speed) to the gravitational force given by:

N2D

Fr=N,= (7-2)

At higher impeller speeds some of the gas is drawn into the impeller region while the
rest still escapes from the top surface. This results in formation of stable smooth cavities

which persist over long periods (refer Figure 7-2).

rotation

incoming O
gas

DR

gas
entering

/
Wi

disc

/
blade cavity

/ break-up

Figure 7-1. Mechanism of Cavity Formation



168
With increasing impeller speed the bubbles become much more distorted, their
cylindrical form follows the vortex structure and their roughened surfaces reflect the
increased turbulence (refer figure 7-1). The turbulence also causes breakage of the
cavities into tiny bubbles which then escape into the liquid bulk. It is this mechanism of
cavity formation and its subsequent breakage and escape into the bulk liquid which is
responsible for the good dispersion of gas into the fluid bulk. At higher tip speeds there is
gas phase recirculation in the tank. Larger bubbles entering the impeller region are
rapidly extended into a roll form and broken up. The frequency with which bubbles are
broken up by the cavity are far higher than breakup of larger bubbles just rising up with
the impeller discharge stream. With increasing gas flow rates the diameter of the
circulating core tends to increase, but there is a natural limit to this when the liquid film
between the blade and the gas filled vortex breaks down. In the following section a

detailed description of cavity structures and quantification of flow regime is provided.

Figure 7-2. Stable Cavity Formed at Higher Impeller Speeds and Gas Sparging Rates
(Reproduced from Bruijn et. al., 1974)
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7.2.2 Classification of Cavity Structures

Gas filled cavity structures control the energy dissipation, spatial gas — phase distribution
in the liquid bulk, flooding conditions and so on. The form and configuration of gas filled
cavities depends on transport properties (Takahashi and Nienow, 1992), gas flow rate and
impeller speed, and the number of blades (Warmoeskerken and Smith, 1982). A number
of different researchers have worked on classifying the structure of gas cavities like
Chapman et. al. (1983), Warmoeskerken et. al. (1981), Warmoeskerken and Smith, 1982,
Ismail et. al. (1984), Takahashi and Nienow, (1992), Bombac et. al. (1997), etc. Here we
provide a brief review of their findings. We begin by describing the findings of Chapman
et. al. (1983).

The six bladed Rushton turbine is one of the popular gas dispersing impellers since the
disc forces all the inflowing gas to pass through the high shear impeller region, ensuring
sufficient break — up of the gas stream into bubbles and effective dispersion of the
bubbles throughout the vessel. At low impeller speeds a large gas cavity covers the
impeller. As the impeller speed increases the cavity shape modifies itself to fit the shape
of the trailing vortex and at still higher speeds the breakaway points moved inwards along
the blade forming vortex cavities. As a small amount of gas is introduced into the system,
it migrates to the low pressure regions forming vortex cavities behind the impelier blades
and therefore increasing the pressure in this area. The consequence of this is a reduced
pressure difference over the blade and a slight drop in drag and power consumption. As
gas flow rate is increased an increasing number of cavities are formed, streamlining the
impeller and further reducing the drag. Eventually all six cavities reach a maximum size
and the impeller pumping capacity is reduced to a minimum. Warmoeskerken et. al.
(1981) proposed that three large cavities form simultaneously, causing a definite drop in
the power consumption at a given gas rate, after which any further decrease can be
explained by the reduction in the mean density of the pumped liquid.

Constant Gas Flow Rate with Increasing Impeller Speed:

At low speeds the tips of the blades are surrounded by liquid and the power number

remains high because of the presence of two low pressure vortices at the back of each
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blade. As impeller speed is increased, a large cavity forms over the upper half of the
blade causing a reduction in power number. At a slightly higher speed the cavity covers
the whole of the back face of the blade and a minimum occurs in the gassed power
number. Further increases in the speed cause a rise in the power number as the size and
number of large cavities fall and their shape tends towards those of vortex cavities. At
high enough impeller speeds, recirculation of gas to the impeller becomes significant and
the power number drops slightly again. The impeller speed required to achieve the
resulting maximum is commonly designated Nr.

Ismail et. al. (1984) attempt to predict the appearance of gas cavities through power
consumption measurements.

They classify the cavities into two types:

a) Cavities seen during Flooding

They find that at very low impeller speeds, the air stream formed large bubbles at the
sparger holes or on the lower surface of the impeller disc, but was not dispersed by the
impeller blades. Large bubbles thus formed, passed radially between the blades and left
the disc from its edge. They ascribe the appearance of the first minimum on the Relative
Power Demand (RPD) vs Impeller speed (N) curve to the formation of these large
bubbles (refer to Section 7.2.4). At the rotational speed slightly above the first minimum,
some of the bubbles enter into the rear part of the inner edge of the impeller blade. At this
point, the RPD abruptly increases to the first maxima. As the sparging progresses, almost
all the bubbles enter the rear part of the impeller blades at n = nc. Sparging and initial
dispersion causes abrupt increase in gas holdup in the vessel. A convenient definition for
flooding is the region where impeller speed is less than the impeller speed for complete
circulation (i.e. N<N,. , refer to Figure 7-3). They found that increase in impeller speeds
beyond the critical speed resulted in significant dispersion of gas characterized by the
appearance of :

b) Unstable Large Cavity:

They found that for some blades, the gas film was produced from the inside blade edge to
the blade tip and was then elongated into the liquid to be dispersed into smaller bubbles.

Large cavities were not observed on other blades at this time. The cluster of bubbles left
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the blades at a midway point between the tip and the inner edge of the blade. The

situation was not steady since the large cavity and cluster type cavity replaced each other

with time on the same blade.

Bombac et. al. (1997) provide a quantitative characterization of the different cavity

structures

a)

b)

d)

Vortex Clinging Structure (VC): The frequency analysis of structural function
for vortex clinging structures shows principal frequencies corresponding only to
the blade passage frequencies and its higher harmonics.

Clinging Cavities (1L): Increasing gas flow rates results in clinging cavities.
Further increase in gas flow rate results in the formation of the first large cavity.
Analysis of cavity presence over longer periods suggested that a large cavity
appeared on various blades randomly; it moved from blade to blade. In the

frequency domain the random appearance of large cavities on various blades

corresponds to the rise of significant subharmonics of the blade frequency ( fb)

such as f/6,f/3, fi/2, 2fy/3 and 5f,/6.

Two Large Cavities (2L): Cavities follow each other in the same sequence; one
large cavity is followed by two vortex clinging cavities, and so on. Such a
configuration is present only for a very short time and is followed by the
appearance of two large cavities, but never on adjacent blades. In the frequency
domain two significant subharmonics fy/3 and 2fy/3 predominate.

Three large and Three Clinging Cavities (S33): The beginning of the S33
structure can be seen by the appearance of a peak at fy/2. The S33 structure is
described (Bruijn et. al., 1974;van’t Reit and Smith, 1973) as a combination of
three large and three clinging cavities. The large cavities are present on the same
blade.

Three Smaller and Three Larger Large Cavities (L33): L33 is described
(Nienow, 1990; Warmoeskerken and Smith, 1982) as a combination of three
smaller and three larger large cavities. The large and small cavities are presently
alternately on each of the blades. A rise in the coefficient of f,/2 is seen till its

value becomes almost equal to that of fp.
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f) Ragged Cavity (RC): On increasing the gas flow rate further, according to
Warmosekerken and Smith (1985), the stable L33 structure reverts to six
symmetrical clinging cavities, and at higher impeller speeds the changeover
passes through a regime with six large cavities of identical size, which are
described as violently vibrating and referred to as the ragged cavity structure
(Nienow, 1990). These cavities are each of different sizes with sporadic
appearance of larger cavities. At higher gas flow rates, a longer absence of any

cavity on a particular blade was also possible.
Hence for a fixed impeller speed increase in gas flow rate results in the following
sequence of cavity structures appearing: Vortex Clinging (VC), One large cavity (1L),
Two Large Cavities (2L), Three Large cavities and three small cavities (S33), Three
larger large cavities and three smaller small cavities (L33) and finally ragged cavity
structure (RC) before the transition to flooded condition occurs. The vast majority of
industrial operations take place in the large cavity regime (Smith, 1991). Bombac et. al.
have created a detailed map of Froude number vs Cavitation numbers (equation 7-1 and
7-2) clearly identifying which regions correspond to which of the above cavity structures

(refer Fi‘Fure 7-3).
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7.2.3 Power Consumption Measurements

A number of researchers like Hughmark (1980), Midoux and Charpentier (1984), Michel
and Miller (1962), Nagata (1975), Nienow et.al. (1977,1988), van’t Riet and Tramper
(1991), Rushton et.al. (1950), Smith et. al. (1977 and 1993), Warmoeskerken (1986),
Warmoeskerken and Smith (1988), etc. report power uptake measurements in two phase
flows in stirred tank reactors. According to Van't Riet et. al. (1976) the power
consumption in an aerated vessel is largely controlled by the formation of gas cavities
behind the stirrer blades. The sparger gas inflow rate is one of the variables which
strongly influences the cavity shape. They report comparisons of power curves with and
without recirculation which clearly show that the recirculated gas inflow to the cavity
influences the power consumption. They make general observations like, agitators with
larger number of blades have smaller cavities at a given gas inflow rate, increase in gas
flow rate decreases the fraction of old gas leaving the impeller, and increasing the

impeller speed increases the fraction of old gas leaving the impeller region.

Rushton et. al. (1950) were the first to apply dimensional analysis in order to predict the
dependency of the liquid mixing mechanical power requirement for systems containing

liquid only. For specified geometry, they showed that , the necessary power P, can be

obtained as:
p__L_.j_j__Cj * N2, (7-3)

2
where N, is the power number, Ng, =Ni is the Reynolds number and N, is the
v

Froude number defined in equation (7-2). In fully baffled tank y=0, and in the turbulent

regime (N Re >104) the above equation reduces to:

N, =C, (7-4)
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where C, is a constant specific to a particular impeller configuration. Correlations of N,

for various types of impellers have been provided by Rushton et. al. (1950), Bates et. al.
(1962) and summarized by Nagata (1975) and Oldshue (1983).

According to Hasan and Robinson (1977) the reduction in mechanical power drawn by an
impeller under sparged conditions does not depend merely on the change in the volume
density of the tank contents resulting from the addition of dispersed gas bubbles but also
is strongly influenced by the impeller and tank geometry, the impeller rotational speed,
liquid phase physicochemical properties, and the gas sparging rate. Based on dimensional
analysis they showed the Relative Power Demand (RPD) to depend on the following

dimensionless variables:

P g
RPD =% = C,Nv’;'eFl"[ﬁL-] (7-5)
F, D
pD’N? e
where N,, = the Weber number represents the ratio of inertial force to force due

o
to surface tension. The concept of cavitation number (or aeration number) was first used
by Ohyama and Endoh (1955) who measured the RPD for air — water dispersions using a
variety of impeller types. Ohyama and Endoh (1955) performed all their measurements at
constant impeller speed and varying gas flow rates. For this case they found that
increasing the aeration number (i.e. gas flow rates) decreases the power consumption

(refer Figure 7-4).
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Figure 7-4. Change in RPD with Increasing Gas Sparging Rate at Fixed Impeller Speed
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Michel and Miller (1962) and Vares (1975) found that the change in RPD with change in
N, is not consistent but is rather dependent on whether N, is changed by altering gas
sparging rate (Qg) or impeller rotational speed (N). If Qg is varied at constant N,
continuously decreasing functions similar to those of Ohyama and Endoh (1955) are
obtained with increasing Fl. However, if N is varied at constant Qg, a separate curve is
obtained for each gas flow rate, and these show that the RPD increases slightly with
increasing Fl until an asymptotic limit is reached such that the RPD is constant. The
limiting constant value of RPD depends on Q, decreasing as Q increases. Michel and

Miller (1962) measured P,. For various liquids (water, organics, aqueous solutions of
organics) in a stirred tank with six bladed Rushton turbine Hassan and Robinson (1977)
fitted a correlation of the form:

P, =G,(B7ND* [go f* (7-6)
They found that the correlation fitted the experimental data of Sachs (1950), Ohyama and
Endoh (1955), Bimbinet (1959), and Michel and Miller (1962) within +/- 30% if the
exponent 0.43 was changed to 0.45 and with C; = 0.72. Pharamond et. al. (1975)

evaluated RPD for air — water dispersions and proposed a correlation of the form:

1.0 —%—=96(Q/V)D°“” (-7

0

Hassan and Robinson (1977) studied the variation of RPD with gas flow rate but not with
rpm at constant gas flow rate. Hence, the correlation they proposed is limited because the

variation of RPD with N at constant gas flow rate is very different.

Luong and Volesky have proposed the following correlation for Newtonian fluids:

-0.38 23 -18
i=0.497( 9 ) (N Dp ) (7-8)

ND? c

This correlation is restricted to systems with ¢=55-72dyn/cm and an impeller to
vessel ratio of 1/3. The equation is not applicable to systems like CCls. Hence in order to
correct for these limitations, Hughmark (1980) proposed a correlation, using various data

sets, of the form:
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P =25 2 ¢ -lfs
_s=o.10( Q ) ND (7-9)
F, NV 8D,ianV !

where Dyiqn is the impeller blade width and V is the liquid volume. The average absolute

deviation between calculated and experimental values is 8.5%. The above correlation also
fits the data of Bimibinet (1959) and the overall absolute deviation is 11.5%. Chapman et.
al. (1983) propose a correlation of the following form:

Po, =;L-1%3F=Po(1; /P) P, (7-10)
The correlations of Michel and Miller (1962) and of Hughmark (1980) are often used in
the literature. Midoux and Charpentier (1984) recommend Michel and Miller’s (1962)
correlations for estimating the gassed power uptake. However van’t Riet and Tramper
(1991) state that Michel and Miller’s correlations are applicable only over a limited range
of parameters.
Hughmark’s correlation is considered to be quite good (Hughmark, 1980, Van’t Riet ad
Tramper, 1991) since accurate power uptake measurements are difficult to perform.
However, Warmoeskerken (1986) found both Michel and Miller’s (1962) and
Hughmark’s (1980) correlations to overeétimate the gassed power demand. Cui et. al.
(1996) proposed a correlation for power uptake using 739 data points extracted from a

number of different researchers. The variations of RPD ( P, J vs flow numbers (from

P

u

Warmoeskerken, 1986) indicate that for the same flow number there is considerable
variation in the RPD. Hence, the RPD depends on more parameters than the flow number
alone. The expressions from Hughmark (1980) and Michel and Miller (1962) have a
common drawback i.e. the RPD does not become 1 for ungassed conditions. Cui et. al.
(1996) develop a correlation for 1.0-RPD as a function of gas volume flow rate, stirrer
speed, impeller diameter, tank diameter. Here the basic assumption is RPD under gassed

conditions will always be lesser than 1.0. Cui et. al. propose correlation of the form:

P QgN'm
S S -11
I-5 f[ ) (7-11)

DZ

u



A plot of the LHS vs the RHS reveals almost one single curve(refer to figure 7-5). They

also conclude that power uptake is not sensitive to T/D (tank diameter to impeller

diameter) ratio. Cui et. al. (1996) have also shown that (refer figure 7-6) their correlation

fits the data of a number of other researchers as well (Bruijn et. al., 1974; Hudcova et. al.,
1989; Nagata, 1975; Nienow, 1977; Smith et. al, 1977; Warmoeskerken, 1986;

Warmoeskerken and Smith, 1988). The variation shows that there are two distinct linear

portions. The change in slope is attributed to a change in regime. The initial portion has a

very steep slope while the latter portion has a smaller slope. The correlations obtained for

these two portions are given below:
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Figure 7-5. Reduction of Power Uptake by Single Impeller in a Gassed STR from

Warmoeskerken, 1986 (T=1.2m, D=0.48 m, H=T)
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Correlations

The relative errors for both parts are below 6%. The above correlation was developed
only for the air — water system. Hence the sensitivity of the correlation to different
combinations of working fluids is not known. Xu et. al. (1997) measure power
consumption by a torque transducer mounted on the agitator shaft. They measure holdup

by visual observation and the discharge flow number using tracer particles.

7.2.4 Overall Gas Holdup Measurements

A number of different researchers report the overall gas holdup measurements (refer to
reviews by Pandit and Joshi; 1982; and Patwardhan) and found that as the impeller speed
was increased the overall gas holdup increased. The overall holdup also increases with
increase in gas flow rate. Flooding is observed at lower impeller speeds with higher gas

inflow rates. At constant gas flow rates a bypass zone is observed for small agitator
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speeds where the gas bubbles flow through the tank without recirculation. With
increasing N the gas phase is effectively dispersed in the loading zone. With further
increase in impeller speed the gas holdup reaches a maximum and then there is no further
increase in the holdup with increase in impeller speed; This is the flooding zone. Loiseau

et. al. (1977) have proposed two correlations for overall gas holdups (eg) one for

foaming and the other for non-foaming solutions. The correlation for non — foaming

solutions is:

g,=.011u s % (g, + £, )7 (7-13)
and for foaming solutions is:

g, =.0051u7 (e, +&,)" (7-14)
The accuracy of (7-13) is 20% while that of (7-14) is 30%. &, is the mechanical agitation
power in gas — liquid dispersion and &, is the sparged gas isothermal expansion power
per unit volume of clear liquid [€, =0,QcRT/MJV, in(p,/p,)]. Midoux (1977)

reported good agreement of (7-14) with experimental data if the LHS is replaced by
£, /(I —82). Hughmark (1980) has proposed a correlation for the gas holdup (sg) in a

stirred tank reactor as:

0.5 2¢ \2 D N2D* 74
£ =074 0 N'D L (7-15)
8 NV gDVZ/J avZ/J

The average error using this correlation was 8%. D, is bubble diameter. He has also

proposed a correlation for the interfacial area per unit volume of gas — liquid mixture as:
gp 0.5 Q 13 N2D4 592 DPN2D4 187
a=138 — 7 > (7-16)
NV ) \ gDV? oV

c
7.2.5 Local Gas Holdup Measurements

One of the earliest methods of void fraction measurements by gas dispersion in a stirred

tank was the vaccum sampling technique (Nienow et. al., 1977). Nagase and Yasui

(1983) modified this method by incorporating a pair of resistivity probes for measuring
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local holdups and local bubble sizes. Their experiments were performed in a tank of
diameter 0.25 m (D=T/2) at one rpm (4.78rps, Fr= 0.29) and three gas flow rates
(4.92¢-4, 8.82¢-4 and 11.8e-4 m’s™) corresponding to Fl = 0.0527, .0945 and 0.1264.
Based on the flow regime map developed by Bombac et. al. (1997, refer to Figure 7-3)
these runs belong to the cavity types 2L, S33 and L33, respectively (refer to section 7.2.3
for discussion of these cavity types). For each of these conditions measurements are
available at five different axial planes (Z/T =0.33, 0.4, 0.48, 0.72 and 0.96) and six radial
locations. For the 2L cavity structure at Z=10 cm (Z/T = 0.33, impeller plane) the holdup
starts increasing as we move away from the shaft and peaks near the wall and starts going
down very close to the wall. A similar trend is observed for the S33 and L33 cqnditions
(refer to Figure 7-7a). The peak holdup value however increases from 2L to L33. At Z
=12 c¢m (Z/T = 0.4) for all three conditions the holdup starts rising from near the shaft
and reaches a maximum value before the impeller region and remains more or less
constant until 4/5 of the tank radius (refer to Figure 7-7b). The maximum values once
| again are the highest for the L33 structure. At z=18 cm (Z/T = 0.48) the holdup has a
high value near the shaft and then reach a peak value just beyond the radial position
corresponding to the impeller tip and then starts falling to zero as it approaches the wall.
At z = 24 ¢cm (Z/T = 0.72) the holdup has two peaks, a small one near the shaft, and a
larger one closer to the wall. There is a minimum between these two close to the radial
position corresponding to the impeller. They report that the measurements near the
impeller region are not accurate and they have not attempted to explain the appearance of

the second maximum near the wall.

20

! 5 Pk |
{cm)
Figure 7-7(a). Radial Profile of Gas Holdtip at Impeller Plane at Fr = 0.29 and Fl =

0.05,0.09 and 0.12
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Figure 7-7(b). Radial Profile of Gas Holdup at Z/T=0.4 at Fr=0.29 and F1=0.05,0.09 and
0.12

Barigou and Greaves (1992) used two pairs of LED/photo detectors for holdup
measurements. Impedance probes take advantage of the change of either resistivity or
capacitance according to the phase considered. They found that increasing impeller speed
increases gas holdup at every point and increases uniformity of holdup distribution.
Increase in gas flow rate causes an almost uniform rise in gas holdup in the bulk, and
reduced gas circulation in the lower region of the vessel. They report holdup
measurements at 22 points in the midplane between baffles. Figueiredo and Calderbank
(1979) used such probes to determine the bubble size distribution in an aerated stirred
tank. Probe tips are normally of small diameters and enable detection of very smail
bubbles. Frijlink (1987) used optical probes (based on different refractive index of
phases) for local void fraction measurements in gassed suspension reactors. Bombac et.
al. (1997) and Zun et. al. (1995) used resistivity probes to measure local void phase
holdup distribution. They define a structural function which as :
Mp(x,t)={l,xis occupied by p

(7-17)
{ 0,xisnot occupied by p
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where p={L,G,S}.
The pulse length at constant impeller speed is proportional to the detected cavity size.
The pulse length of a large cavity is a few times larger than the pulse length of a vortex or

clinging cavity. Frequency analysis of the structural function M , enables the presentation

of the significant frequencies of an appearing gas phase. The local void fraction is given
by

+a

a(x)=limA,_wZIt-lim5_,o j‘MG (x,2)dt (7-18)

where Atdenotes total sampling time and & interfacial thickness. A discrimination
procedure transforms the R-probe response into a binary signal. Bombac et. al. (1997)
have provided detailed local void holdup profiles for three of the basic cavity structures
i.e. the L33, S33 and VC structures (refer to Section 7.2.5). Under L33 conditions the
liquid pumping capacity was weakened. The reduced pumping capacity resulted in a
weak two — phase circulation in the liquid bulk especially below the impeller where 30%
of liquid bulk remained undispersed. By increasing the impeller speed a transition from
L33 to S33 occurred. This increased the liquid phase recirculation which also increased
significantly the volume integrated holdup values. In S33 despite increase in the
discharge flow a considerable part of the liquid bulk below the impeller remains

undispersed.
7.2.6 Local Bubble Size Measurements

Kawecki et. al. (1967), Takahashi et. al. (1992), Parthasarthy and Ahmed (1990)
measured the bubble size distributions in a stirred vessel by withdrawing the dispersion
outside the tank into a small transparent column of square cross section and
photographing them. Barigou and Greaves (1992) and Lu et. al. (1993) measured the
Bubble Size distributions (BSD) using capillary suction tube and photoelectric capillary
methods respectively. Their findings are summarized below:

a) Average bubble size decreases with increase in impeller speed and increases with

increase in gas flow rate in general.
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b) The BSD however, varies significantly with the position of the measurement location.
¢) In the impeller region the BSD is strongly dominated by the strength of the trailing
vortex and the cavity structure behind the blade. In this region with increasing Flow
numbers the bubble sizes increase and at a certain flow number there is an inflection in
the curve (refer to Figure 7-8).This inflection location corresponds to a similar point on
the RPD vs flow number curve (Refer Figure 7-8).
d) In the upper circulation zone the BSD depends on the impeller dispersion ability.
Increase in impeller speed is observed to promote coalescence and therefore an increase
in the bubble size.
e) In the lower circulation zone an increase in impeller speed initially causes an increase
in the bubble size until a maximum is reached. Beyond this speed further increase in the

impeller speed promotes redispersion of the bubbles by the impeller.
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7.2.7 Liquid Velocity Measurements
Local liquid velocity measurements have been provided by Lu and Ju (1987) in a tank of
diameter 0.28 m using Hot wire anemomemtry (HWA). The error associated with the
velocity measurements are of the order of 5-25%. Morud and Hjertager (1996) and Deen
and Hjertager (1999) perform Phase Doppler Anemometry (PDA) and PIV measurements
in a 0.22m tank. However, their tank has a dished bottom and their impeller clearance is
1/2T while ours is 1/3T. Further, the PIV measured liquid velocities are available at
F1=0.029 and Fr=0.81. We do not have data at these high Fr numbers in our study. Hence
direct comparisons of the liquid velocity data (from CARPT) or the local holdup data
(from CT) with values in the literature is not feasible. For further details of velocity

measurements refer to Chapter 2 (Section 2.3).

Hence, for gas-liquid systems there is a clear need for accurate and reliable information
of the fluid dynamics of the liquid and gas phase, especially at higher gas volume
fractions. While a detailed qualitative picture exists, a clear need for a quantitative map of
the flow structures emerges from the above analysis. Hence, in this work we address the
issue of creation of a reliable database for the estimation of local gas holdup
measurements using the technique of Gamma (y) ray Computed Tomography (CT) and
determining the detailed local liquid velocity structures using the technique of Computer
Automated Radiaoctive Particle (CARPT). In the following sections the details of the
Computed Tomography (CT) setup is provided. Details of the CARPT set up are
provided in Chapter 3 and in our earlier studies (Rammohan et. al., 2001a; Rammohan et.
al., 2001b and Rammohan et. al., 2001c).

7.3 Experimental Studies

7.3.1 Details of Computed Tomography
When a beam of electromagnetic radiation passes through matter, its intensity decreases
because a fraction of the photons are absorbed or scattered by the intervening medium.

This reduction in intensity is referred to as attenuation, and the extent of attenuation
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depends on the density of the intervening medium. This property is the key to back-
calculating the density of the intervening medium depending on the attenuation of a beam
of radiation passing through it. This property is quantified by the Beer — Lambert’s Law
(Kak and Slaney, 1988) given by:

_I’_=exp[— Iyeﬁ(x,y,z)dx} (7-19)

0 1(x.y)=0

where 4, (cm" ) is the effective point total attenuation coefficient in the domain, and is

the product of ,;z(cng" ) and ,o(g / cmj). While 4 is a material property, the density of
the intervening medium is in general not uniform and there is a distribution of densities in
the system. This is characterized by the distribution of densities in the path of the
radiation. The tomography problem is an inverse problem of reconstructing the function

Ko (x,y) based on measurements of the line averaged attenuation along various chords in
the system of interest. In general, the function 4, can vary with time and typically does

in multiphase systems that are inherently unstable. But the CT set up used for our studies
due to constraints in collecting statistically significant photon counts, inertia and finite
mechanical speed of operation, cost of detectors is limited to obtaining time averaged
holdup measurements. In our CT set up the projection data is acquired over a sufficiently
long time and the entire set of projections is assembled to reconstruct a density
distribution that is representative of the time averaged volume fraction distribution over
the entire period of acquisition. This process of measuring time- averaged attenuations is

repeated all around the column and at various chords. From these measurements the time
averaged effective attenuation coefficient ((,u,ﬂ(x,y))) is obtained in every pixel by

reconstructing the image from the entire set of projection measurements. The total mass
attenuation coefficient can be represented as the sum of the individual phase mass
attenuation coefficients weighted by the respective volume fractions. This is represented

as;

(.uqr (x, )’)) = ﬂ:(gl( v)’» T U, (gg (x'}’»
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( €, (x, y» - (Iueﬁ:i:’ z’z“ 4 (7-20)

Evaluation of the time averaged phase holdup distribution function by equation (7-20)

depends on the accurate reconstruction of the total mass attenuation coefficient (,u(x,y))

distribution from the individual projection (attenuation) measurements. There are
different algorithms available for this reconstruction as outlined by Kumar (1995). In the
current study we use the Estimation — Maximization (EM) based algorithm developed in
our group (Kumar, 1995). The EM algorithm ensures rapid convergence to a unique
distribution of the attenuation coefficients. Its robustness has been tested in CREL with a
number of different systems over the past few years. Some relevant details of the EM

algorithm have been provided in the following section.

7.3.2 Data Analysis Algorithm

Basics of EM

The key to EM is the development of the log-likelihood function. The correct complete
data likelihood takes advantage of the fact that the number of photons Nj; leaving pixel j

depends only on the number M;; entering the pixel, and the probability of passing through
i.e. lijl; (refer to Figure 7-9).

«—— >

M;
—_—P >

i"™ projection

J" pixel

Figure 7-9. Schematic of CT Beam Passing through One Pixel
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Thus, the probability that Nj; photons leave pixel j, given that M;; photons entered that
pixel, follows a binomial distribution with two outcomes: transmission and absorption.

The binomial density is given by:
P(N u) =M C, [exp(—- Lyt )]~, [1 - exp(— Lyt )}MU ) (7-21)
Since the emission process is Poisson distributed with the mean d;, the probability density

of the photons emitted from pixel 1 is:

) — diN“ exp(— di)

N,)= 7-22
p( il N”., ( )

Since each pixel is independent of the every other, the likelihood function for the entire
complete data set is simply the product of the individual likelihood functions of each of
the pixels along projection i:
d" exp(-d.)m=! 1 (My=Ny)
F(ou) = SR ANonc, foplot o] 029
i j=l
The complete data log - likelihood (for projection i) is:
Inf (X i ,u) =
In\""C
oy (7-24)
—d;+N;Ind,—InN, +Z +N; ln[exp( u'”;) +(M -N,; )ln[] exp( lu,uj)]

When this is summed over all projections it yields:
Xin Fxo)= 3 S, imlepl- 1,1+ (1, ~ N, Jinlt - expl- 4, )1+ R (7-25)
i j=1
where the term R includes all quantities that do not depend on the parameter . The
maximization is carried out by computing the partial derivative with respect to M and

equating it to zero for each k. This yields:

L,
N M N =0 7-26
R 2 ) 29

The above transcendental equation is solved using an approximation. Since in most

practical applications liix is small, the following relation is made use of:
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1 l1 1 s
==——+—+0\s’ 7-27
e—1 s 2 12 ) (7-27)

Using the first two terms of the above expression with s = liklix in (7-27) we get
Z(M ik~ N ik)
ﬂ:+1 - 7 i (7"28)
EZ(M& + Nzk ik

where 4™ indicates the estimate of 4 in the k™ pixel for the n + 1 ™" iteration. The above

equations consitute the mathematical basis for the algorithm used for the image

reconstruction in this research.
7.3.3 Details of the CT Scanner at CREL

In this work, the time averaged gas phase volume fraction measurements were performed
with the computer tomography (CT) unit developed in-house in CREL by Kumar (1994).
Figure 7-10 shows the schematic diagram of the setup. A detailed top view of the setup
with the dimensions and angles that are used in the image reconstruction process are

shown in Figure 7-11.

The support structure of the CREL CT setup consists of four threaded vertical guide rods
on which a perfectly horizintal plate is positioned so as to allow its smooth vertical
motion autom;ited by gears. On this is fixed a “gantry” plate, and both plates have an
aligned 2 feet diameter circular opening at the center to allow concentric positioning of
the stirred tank. The gantry houses the 100mCi lead shielded Cs-137 source and an array
of NaI(T1) detectors which are positioned across the column diameter facing the source @
detectors were used for the current study). The whole assembly (source plus detector
array) rotates around the column during the data acquisition process, with the motion
accurately timed and controlled by stepper motors. Thick lead shielding in front of the
source is used to collimate the radiation into a fan beam whose angle can be varied to
envelop the column of study. The detector array also has a lead collimator that can move,

controlled by a stepper motor, in front of the detector (Figure 7-11). This novel
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modification proposed by Kumar (1994) has been used to acquire 14 independent
projection measurements per detector, which allows for a considerable improvement in
spatial resolution at a minimal cost (as low as 2.0mm). In the current study the collimator
slots have a width of 3.0 mm as against 6.0 mm used earlier (refer Figure 7-12). This
reduction in collimator slot width enables us to use smaller pixel sizes (since smallest
pixel size ~is equal to slot width). This also helps in better spatial resolution. During the
data acquisition process, with the source switched on, the stepper motors control the
motion of the rotating gantry in 99 positions spanning the 360° around the column. For
each such “view”, the detector collimator moves 14 steps (and is then brought back to its
original position) so as to acquire 14 independent projections for each detector per view.
Thus, for the stirred tank reactor for which seven detectors are sufficient to span the fan
beam, a total of 9702 projections were acquired (14 X 7 X99). This with further spatial
interpolation allows a final spatial resolution slightly less than 3.0 mm (the collimator slot
width). The total scanning time, over which the holdup distribution is thus averaged, is a

little over three hours.
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Figure 7-10. Schematic Diagram of the CREL Computer Tomography Scanner with the
STR Installation (Front View)
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Figure 7-11. Schematic Top View of the CREL Computer Tomography (CT) Scanner
with the Stirred Tank Installation, at One Specific Location of the Gantry Plate (Note that

Dimensions and Angles are not to Scale and have been Exaggerated for Clarity)

The photon count data was acquired by using a threshold of 420mV which ensured that
only the photo peak photons were collected and not the entire spectrum as was done
earlier. The basis for doing this has been explained in Chapter 5. The adjusted spectra of

the seven detectors is shown below in Figure 7-13.
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Collimator in front of detector

Figure 7-12. Details of New Collimator Used for Current Study
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Figure 7-13. The Adjusted Photoenergy Spectrum of the Radiation Emitted by Cs"’

Received by the Seven Detectors

For image reconstruction the EM algorithm is used (refer to section 7.2.9), the

implementation of which has been discussed in detail by Kumar (1994), and Kumar and
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Dudukovic (1997). In order to ensure equivalent convergence of the different
reconstruction cases (corresponding to changes in impeller speeds and gas flow rates) an

internal convergence criterion has been defined as:

2

Npix
Resy, =Y (@* -al) (7-29)
i=1

{

where Res,,, is the residual at the N+1 iteration, a"*! is the value of the holdup in the

i
ith pixel at the N+1 th iteration. This definition of the residual ensures that the difference
in holdup in each pixel between the N+1 th iteration and Nth iteration reaches a certain
minimum value predefined by the user. This criterion enables an automatic selection of
the number of iterations required for the EM algorithm to converge. This simple criterion
replaces the earlier procedure where the number of iterations for convergence was
arbitrarily defined as 10-20 and ensures that the reconstructed images are all equally

converged.

The CREL scanner currently has a spatial resolution of ~2-3 mm and a density resolution
of 0.04 gm/cm3 (Kumar, 1994). Radiation safety considerations limit the use of stronger
source strengths, thus we need to acquire data for longer times which coupled with the

other factors mentioned earlier limit the temporal resolution of the setup.
7.3.4 Sources of Errors in CT Measurements

A detailed analysis of the different sources of errors in CT measurements have been
provided by Kumar (1995). Here a brief list of the errors and their importance is
described. A detailed numerical analysis of one of the sources of errors is also provided.

The possible sources of errors in CT measurements are:statistical uncertainty in photon
counts, system drift, Compton scattering effects, beam hardening effects, data sampling
frequency in space, dynamic bias or void fluctuation effects, uncertainties due to the
temporal structure of the flow and errors in the image reconstruction process. The issue
of uncertainty in photon counts has been discussed in Chapter 5 and the error is kept to a

minimum by sampling for a long enough time which ensures that the normalized variance
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is negligible. System drift contribution was found to be minimal. The Compton scattering
effects have no effect on the current study since only the photo-peak fraction of the total
energy spectrum is acquired. Kumar (1994) indicates that emissions associated with
single photopeak the beam hardening effects are negligible. The effect of frequency in
space, dynamic bias and temporal structure of the flow can all be combined into one
single “dynamic bias” error. This error is discussed in detail in Appendix A and a
numerical model has been developed to quantify the maximum values of this error. The
study revealed that this error is typically of the order of 1% for conditions of our interest.
7.3.5 Details of the Stirred Tank Set-up
We use the same stirred tank in which the single phase experiments were executed (refer
to Chapter 3). To the existing set-up made modifications were made, which allow us to
study gas-liquid flows. Lu and Ju (1987) used a ring sparger of diameter equal to 0.3T (T
is tank diameter). The sparger consisted of a steel tube (dia = 0.02T) and holes
(dia=0.007T, spacing=0.075T, 4 #’s) are drilled on the tube. Our set-up follows their

scaling relations. The details of our sparger are shown below in Figure 7-14:

0.075T
0.02T
$=0.635cm
Sparger
. [ | ]

Screw used to adjust

height of sparger ’| — [
above bottom of tank

Top View ofSparger Gas Inlet pipe connected | ’
to compressor
Gas Inlet

Figure 7-14. Details of Sparger Design
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The sparger is made of clear plexi-glass. This configuration requires the least amount of
modification to the existing system and is also the best from the point of view of having
least interference from internals inside the reactor both for CARPT and CT. The sparger
at the bottom causes much lesser disturbance to the CARPT and CT system than if we
were to have a pipe running parallel to the axis and the ring sparger below the impeller.

The details of the set-up with the sparger inside the tank is shown below in Figure 7-15.

<
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D
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Figure 7-15. Details of the Stirred Tank Set-up Used for Gas —Liquid Studies

7.3.6 Experimental Conditions

Two dimensional time averaged gas holdup distributions in horizontal planes were
measured at three different axial levels (5.0, 10 and 15 cm), at four different rpms (100,
150, 200 and 400) and at four different gas flow rates (0.5, 2.5, 5 and 7.5 1/min) which

correspond to flow numbers in the range of 0.01-0.50. A flow regime map corresponding
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to our data has been prepared along the lines of Bombac et. al. (1997) (refer to Figure
7-3). The map helps us to appreciate the flow regimes to which the different data points
are expected to belong. From the map it can be seen that three data points belong to the
vortex clinging cavity regime (VC), three belong to the S33 structure and a large number
of the data belong to the regime between the Ragged cavity structure and the bubble
column like regime. This is a limitation of the current data set that not much data is
present in the fully established circulation regime which is typically of industrial interest.
This limitation was largely due to the issue of dynamic bias of CARPT technique (refer

Chapter 5, Section 5.2) at higher impeller speeds.

7.4 Results and Discussion

In order to test the ability of the CT set-up to capture the internals of the stirred tank
reactor a scan of the empty vessel was performed with just the tank and then with the
tank with internals i.e. baffles and impeller. The reconstructed holdup distribution of the

glass internals in the tank is shown below in Figure 7-16.
6 blades of Rushton
4 Baffles Turbine, 1.5 mm

(1.5 mm thick

-10 5 0 5 10
S.S. Shaft ¢=0.81 cm

Figure 7-16. Reconstruction of Internals of the Stirred Tank Reactor
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From the above Figure 7-16 it can be seen that CT can reconstruct the internals faithfully.
This is very good considering the fact the blades and the baffles are as thin as 1.5 mm.
The Figure 7-16 also shows that CT can clearly identify the four baffles and the six
blades of the Rushton turbine. The presence of stainless steel shaft is also clearly seen as
a hole of 0.81 cm diameter. Figure 7-16 also reveals that the impeller is centered

perfectly in the tank.

A further test to check the ability of the CT setup was to take a scan of the axial plane
above (1.67 cm) the sparger plane at very high gas flow rate (Q4=7.5 /min) and impeller
speed of 100 rpm (N;) corresponding to Fl=0.253 and Fr=0.019 (bubble column like
regime from Figure 7-3). Under these conditions we expect to see jets of gas coming
from the sparger holes. The CT scan obtained under these conditions has been processed

to yield the gas holdup distribution which is shown below:

Gas Jets from Sparger
with 8 holes

Figure 7-17. CT Scan of the Plane Just Above the Sparger (Z=5.0 cm, Z/T =0.25)
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Figure 7-17 shows accumulation of gas in eight clear circles distributed axisymmetrically
around the center. The diameter of these circles is approximately 1.0 cm. The radius of
the circle along which these smaller circles lie is ~3.3 cm. The location of the gas pockets
and the diameter of the circle along which they are distributed clearly shows that these
pockets correspond to the eight jets of gas coming from the eight holes on the sparger.
The radius of the sparger is 3.33 cm which confirms that these jets are indeed the gas
from the sparger. The diameter of the holes on the sparger are of course much smaller,
but it is to be expected that at such high velocities the diameter of the jet will increase
rapidly with distance from the point of entry due to inertial effects.
The above tests suggest that the CT data collected in the stirred tank reactor can be
expected to be reasonably accurate. In the following section further qualitative analysis of

the CT data is provided.

7.4.1 Qualitative Analysis of Gas Holdup and Velocity Distributions

7.4.1.1 Analysis of Gas Holdup Distributions in the Stirred Tank Reactor

74.1.1.1 Analysis of Contours of Gas Holdups

There are fifty different data points from the CT experiments of which one select
condition (of the three conditions at which CARPT data are available) is discussed below.
The rest is shown in Appendix C. The figures that follow show the gas holdup
distributions in the different axial planes in the stirred tank reactor. The figures are
analyzed for the distribution pattern of gas and possible asymmetries in the distribution of
gas. In the figures below the gas holdup distribution at three different axial planes at
Fl=112 and Fr= 0.042 (Ragged Cavity regime) is discussed. In general, for each
condition the gas holdup at the highest axial plane i.e. Z=15cm (Z/T=0.75) is lower than
the holdup values found in the other two axial planes. At the lowest plane i.e. Z=5 cm
(Z/T=0.25) a ring of gas can be seen with a radius of around 3.3 cm (black circle marked
region A in Figure 7-18a). This ring obviously corresponds to the region of gas jetting

from the sparger. For a fixed gas flow rate an increase in impeller speed increases the
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amount of gas found in this region A (due to greater gas dispersion) while an increase in
gas flow rate for fixed impeller speed seems to result in the gas being concentrated more

within the circle of radius 3.3 cm.

rincm

Figure 7-18(a). Gas Holdup Distribution at Fl= .1 12, Fr= .042 (N=150 rpm, Q=5.0 /min)
and Z=5.0 cm (Z/T=0.25)

ghpn2q3z2

rinem

Figure 7-18(b). Gas Holdup Distribution at Fl= .112, Fr= 042 (N=150 rpm, Q=5.0
I/min) and Z=10.0 cm (Z/T=0.5)
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The gas holdup in the outer ring seems (region marked C in Figure 7-18a) unchanged at
the different conditions in the lowest axial plane. At the central plane z=10 cm (Z/T=0.5)
two zones exist, a central ring and an annular ring. At this plane as expected the sparger
effect is not felt. The central ring probably corresponds to the stream of gas either rising
like in a bubble column or the gas being brought down by the liquid being drawn into the

impeller region.

ghpn2q3z3

0.1

rincm
.

0.05

Figure 7-18(c). Gas Holdup Distribution at Fl= 112, Fr = .042 (N=150 rpm, Q=5.0
1/min) and Z=15.0 cm (Z/T=0.75)

The gas in the outer ring probably corresponds to the gas rising up either with its terminal
velocity or being dragged up by the liquid. In the central plane, for a fixed impeller
speed, increasing the gas flow rate seems to increase the gas holdup in the outer ring and
a decrease in the gas holdup in the inner ring. This would suggest that the gas seen in the
central region is more probably due to the gas being drawn into the impeller region by the
liquid than the gas rising up like in a bubble column. At the highest axial plane Z=15 cm
(Z/T=0.75) the behavior is similar to the central plane although at a fixed impeller speed
the gas in the central portion remains the same but the amount of gas in the outer ring

increases. In all the above cases the gas is seen to be distributed axisymmetrically. The
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above analysis shows that CT data is capable of providing a wealth of information which
can help in both visualizing the flow structures and as will be seen below in quantifying

the flow field in the presence of gas.

7.4.1.1.2 Variation of Average Gas Holdups with Impeller Speeds and Gas
Sparging Rates

In this section from the CT data global average of the gas holdup is computed and the
variation is plotted with impeller speeds and gas sparging rates. The global average is
obtained by axially averaging the value of gas holdup obtained earlier at the different

elevations of Z/T=0.25, 0.5 and 0.75 respectively.
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Figure 7-19(a). Variation of Overall Gas Holdup with Gas Sparging Rate at Different
Impeller Speeds

The overall gas holdups for the conditions studied are seen to be very low with the
maximum overall holdup being slightly less than 2.0%. It must be mentioned that since

CT data was available only at three axial planes the measure of overall holdup is may not
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be very accurate. Hence we present this data in the qualitative section to show that even
with the limited data the global overage obtained from CT follows the expected trends.
Figure 7-19(a) shows that with increase in gas flow rate the overall gas holdup increases.
At low gas sparging rates (i.e. less than 2.5 l/min) the overall gas holdups at different
impeller speeds are pretty close to each other. It is beyond the gas sparging rate of 2.5
I/min that with increase in impeller speeds the gas holdups get higher. Even for this case
the average holdups for impeller speeds between 100-200 rpm are very close to each
other. It is only at 400 rpm that a distinct increase in the gas holdup can be seen for the
higher gas sparging rates. This clearly shows that CT can capture the right trends for
variation of overall holdups. In Figure 7-19(b) we plot the variation of overall gas holdup
from CT with Fl. Here we compare the measured variations of overall gas holdup with
the values predicted by the correlations of Hassan and Robinson (1977), Matsumara et.
al. (1977) and Barigou and Greaves (1987).
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Figure 7-19(b). Comparison of Overall Holdup from CT with Predictions of Correlations

Both Hassan and Robinson (1977) and Matsumara et. al. (1977) performed experiments

in tanks of dimensions comparable to that used in the current study while Barigou and
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Greaves performed experiments in a tank five times the size of the tank used in this
study. However, Barigou and Greaves (1987) account for variations in scale of the
system. Figure 7-19(b) shows that the overall holdup obtained from CT is banded
between the results Matsumara et. al. (1977) and the correlations of the other two
researchers. At low Fl the predictions from Matsumara et. al. (1977) are much higher
than those obtained with CT. The figure 7-19(b) suggests that CT predicts overall gas

holdups which are comparable to those predicted by the correlations.

7.4.1.2 Analysis of Liquid Velocity Distributions obtained with CARPT

Q2N3 Vrvz plot

Figure 7-20. Azimuthally Averaged V-V Plot at FI=0.042 and Fr = 0.0755 (N=200 rpm,
Q= 2.5 l/min, S33 regime)

The azimuthally averaged velocity vector plot in the r-z plane at FI=0.042 and Fr=0.0755
(N=200 rpm and Q=2.5 /min) is shown in Fgure 7-20. The plot shows the classical

recirculating flow structure seen in the single phase flow in stirred tanks. The figure is
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colored by contours of the magnitude of the velocity vectors in this plane. The impeller
region is seen clearly by the radial jet emerging from the impeller. The radial jet,
however, unlike in single phase flow does not extend all the way up to the wall. The jet
seems to extend at least up to 8.0 cm which is 0.4T (T is tank diameter). The velocity
vectors near the wall region and the top of the reactor are not seen clearly due to small
tracer particle occurrences in those regions. The recirculating structures are characterized
by two loops. The upper loop has a recirculating region of height ~ 4 cm from H=8 cm to
H=12 cm with the center of the loop around 10 cm, i.e. height of the loop is 0.2T and
extends from 0.4H to 0.6 H. The upper recirculating structure extends radially from ~5 -7
cm, i.e. 0.25T to 0.35 T with the center around 6 cm i.e. 0.3T. The radial jet is not any
more horizontal but is inclined at some angle to the horizontal pointing upwards. The
lower recirculating loop has a smaller height but the radial location is similar to the upper
loop. The height of the lower loop is ~2 cm i.e. 0.1T and is half the height of the upper

loop.

Q3N3 Vrvz plot

rincm

Figure 7-21. Azimuthally Averaged V-V, Plot at Fl = 0.084 and Fr = 0.0755 (N=200
rpm, Q= 5.0 /min, RC regime)
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The azimuthally averaged projection of the velocity vector in the r-z plane at Fl=0.084
and Fr= 0.0755 (N=200 rpm, Q= 5.0 I/min) is shown in Fgure 7-21. The plot shows the
classical recirculating flow structure seen in the single phase flows in stirred tanks. The
figure is colored by the magnitude as in Figure 7-20. The general characteristics of the
flow under this condition is very similar to that seen in Figure 7-20. The length of the
radial jet is seen to be slightly shorter than in Figure 7-20 with the jet extending up to 7.0
cm i.e. 0.35T while earlier it had extended uptp 0.4T. The upper recirculating loop is
smaller in height than the one seen in Figure 7-20. The height is ~2.0 cm which at 0.1T is
half the height of the earlier loop. The center of the upper loop has also moved down to
9.0 cm i.e. 0.45T. The radial width of the upper and lower loops remain the same. The
reduction in the size of the upper loop can be explained by the fact that the increase in the
gas sparging rates lower the liquid velocity coming out from the impeller. Hence, when
the liquid encounters the wall and starts rising up, due to the lower velocity it can not go
as high as it could earlier. This causes the liquid to fall back earlier and therefore the
recirculation into the impeller region is seen to begin much earlier. A similar reasoning

explains the reduction in the length of the radial jet as well.

Q3N2 Vrvz plot

rincm

Figure 7-22. Azimuthally Averaged V.-V, Plot at FI =0.112 and Fr = 0.042 (N=150 rpm,
Q= 5.0 /min, RC regime)
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From the flow regime map (Figure 7-3) it can be seen that two of the CARPT data points
belong to the Ragged Cavity regime (Figures 7-21 and 7-22) with one (Q3N2) being
closer to the bubble column like regime (Figure 7-22) and the third one is on the
transition between Ragged cavity and S33 structure (Figure 7-20). This partially explains
the velocity vector plot in the r-z plane we see in Figure 7-22. The figure shows that
under these conditions of gas sparging rates (Fl=.112 and Fr=0.042) the influence of the
impeller is greatly diminished. None of the classic flow structure elements are seen
except for the presence of a recirculating loop which is more characteristic of bubble
column like flows. The direction of the liquid flow is totally opposite to that seen in the
earlier two figures(7-20 and 7-21) as now at the impeller plane the liquid is flowing
radially inward while near the top the liquid is flowing radially outward. This flow
structure is akin to the flow structure expected in a bubble column. The upper loop has
dimensions similar to the upper loop seen in Figure 7-20. The height is the same and the

radial width is the same. However the radial location is shifted inward by 1.0 cm (0.05T).

Q2N3 Vr-Vt 2=0

rincm
(-]

Figure 7-23. Azimuthally Averaged V;-Vp Plot at Fl = 0.042 and Fr = 0.0755 (N=200
rpm, Q= 2.5 I/min, S33 regime) at Z=0 cm (Z/T=0)
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The velocity vector projection plotted in the axial plane corresponding to the bottom
plane is shown above in Figure 7-23 at F1=0.042 and Fr=0.0755 (N=200 rpm, Q= 2.5
I/min, S33 regime). The flow pattern is very different from the flow pattern seen for the
single phase case (Refer Chapter 3) where a starfish like pattern was observed with clear

zones of high liquid velocity sorrounding zones of low velocity.

rincm

rincm

Figure 7-24. Azimuthally Averaged V-V Plot at Fl = 0.042 and Fr = 0.0755 (N=200
rpm, Q= 2.5 I/min, S33 regime) at Z=4.0 cm (Z/'T=0.2)

Figure 7-24 shows the distribution of the velocities in the axial plane just above the
sparger. This plane shows a very interesting vortical structure of the liquid flow. There
are four recirculating structures symmetrically distributed around the center. At the center
is a region of high velocity. The central region is seen to have a radius of 2.0 cm. The
outer boundary of the vortical structures are seen to lie along a circle of radius 4.0 cm

clearly indicating that the vortical structures are due to the gas jets coming from the
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sparger. In this plane the tangential flow is obviously stronger than the radial flow
implying that the impeller influence is not very strong here except near the center. The
very large velocity vectors very near the wall zone are artifacts of the technique which

could not be filtered.

Figure 7-25. Azimuthally Averaged V,-Vp Plot at Fl=0.042 and Fr=0.0755 (N=200 rpm,
Q= 2.5 I/min, S33 regime) at Z=6.66 cm (Z/T=0.33)

The projection of the velocity vectors in the plane of the impeller is shown above in
Figure 7-25. The vector plot shows the classical radial flow emerging from the impeller.
The radial flow is seen to extend up to nearly 8.0 cm which matches with the length of

the radial jet seen earlier in Figure 7-20.
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This completes the qualitative analysis of the data obtained with CARPT and CT for gas
— liquid flows in our stirred tank. In the following sections some quantitative analysis of

the CARPT-CT data is presented.

742 Quantitative Characterization of Gas Holdup Distributions and Liquid
Velocity Field
7.4.2.1 Azimuthally Averaged Radial Gas Holdup Distributions

Detailed radial variation of the azimuthally averaged gas holdup profile is shown below
in Figures 7-33 to 7-35. The figures show the variation for different gas sparging rates
and at different axial locations. From the figures it can be seen that the local holdups for

the current study vary from 0-26%.
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Figure 7-26(a). Influence of Gas Sparging Rates on the Radial Variation of Gas Holdup
at Fr=0.019 (N=100 rpm), Z/T=0.25
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Figure 7-26(a) which displays the gas holdup variation in a plane below the impeller
indicates a distinct pick in the region corresponding to the impeller tip i.e. ~ /R=0.33. At
F1=0.017 there is an accumulation of gas near the shaft region and the peak for this flow
rate is seen near r/R=0.2 (where the impeller blades begin). The peak is seen to shift to
the impeller tip with increase in Fl at fixed Fr. For all gas flow rates there is a second
distinct peak in the bulk region near 1/R=0.6. This peak probably corresponds to the
region where the axial velocity changes direction. A third distinct peak is seen near the
wall region where the gas holdup is rather high. In the impeller region an increase in gas
sparging rate is seen to cause an increase in the gas holdup with a holdup of nearly 10%
at FI=.253. In the bulk region the gas holdup at all gas flow rates except the lowest are

pretty close to each other.

0.12 - gg Vs r at Fr=0.019 (N=100 rpm),ZT=0.5
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Figure 7-26(b). Influence of Gas Sparging Rates on the Radial Variation of Gas Holdup
at Fr=0.019 (N=100 rpm), Z/T=0.5

Figure 7-26(b) shows the variation of gas holdup at Z/T=0.5 at Fr= 0.019 (N=100 rpm).
In this plane there is a tendency for gas to accumulate in the region around the shaft. The

influence of the impeller is not really felt in this plane. The peak in the bulk region
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around r/R=0.6 is seen once again. In the bulk region the holdups seem to follow two
branches: an upper branch corresponding to the two high flow rates and a lower branch
corresponding to the two low flow rates. The gas holdup is seen to peak in the region near
the wall. The location of the peak in the bulk is slightly inward (~0.551/R) for the lower
two flow rates while for the higher flow rates it is around 6.0 cm. The maximum holdup

is around 10%.

gg Vs r at Fr=0.019 (N=100 rpm), Z/'T=0.75

0.12 -
——FI=.017
0.1 4 —8— Fl=.084
0.08 - —a—Fl=.168
2 0.06 - —— Fl=.253

O 01 02 03 04 05 06 0.7 08 09 1
r/R

Figure 7-26(c). Influence of Gas Sparging Rates on the Radial Variation of Gas Holdup
at Fr = 0.019 (N = 100 rpm), Z/T = 0.75

Figure 7-26(c) shows the variation of gas holdup at Z/T=0.75 at Fr=0.019 (N=100 rpm).
The gas holdup near the center has increased compared to the earlier two axial planes.
Unlike at Z/T=0.25 the holdup corresponding to Fl=0.017 is the lowest and the holdup
near the center increases with gas sparging rate. Similar to the results at Z/T=0.5 a peak is
seen in the bulk region and the location of the peak region shows a similar inward shift
for the lower two flow rates(which are very close to each other). Hence, qualitatively in
the two axial planes Z/T=0.5 and .75 a similar trend of gas holdup is observed with the
only difference being a slightly higher value of gas holdup near the center in the

Z/T=0.75 plane and the maximum value of gas holdup in this plane is ~11%.
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The above analysis shows that CT is capable of providing extensive local information
regarding the gas holdup distributions in the stirred tank reactor. It is also seen that CT
can capture both low and high values of gas holdup with ease. The CT obtained radial
profiles also show the expected qualitative trends and the measures of global averages
like the overall gas holdup show the right qualitative trends. There is at present no other
source of such detailed local measurements which would enable a more detailed

quantitative validation of the technique.
7.4.2.2 Liquid Velocity Distributions from CARPT

Figure 7-27 shows the radial variation of the radial liquid velocity profile at two different
axial planes (Z/T=0.19 and 0.33). Figure 7-27(a) shows the radial variation at Z=3.75 cm
(Z/T=0.19) which corresponds to the top surface of the sparger from which the gas jet is
emerging. The radial velocity at Q2N3 (Fl=0.042, Fr= 0.0755) is predominantly radially
inward (hence the negative sign). The radial velocities in this plane are low with a
maximum magnitude of -5.8 cm/s. The radial liquid velocity corresponding to Q2N3 is
the maximum one since impeller speed is the highest and the gas flow rate is the lowest.
For the same impeller speed increasing the gas flow rate results in lowering the
magnitude of the radial velocity by almost 66%. For the same gas flow rate Q3 a
reduction in impeller speed from N3 to N2 (Fr=0.0755 to Fr= 0.042) makes the
magnitude of the radial velocities extremely low with a maximum value of -1 cm/s. The
radial liquid velocity at Q3N3 (Fl=0.084, Fr= 0.0755) turns radially inward at radial
location of 2.2 cm while for Q2N3 it remains radially inward almost until r=0.75 cm
(t/R=0.075). This difference in the location of the change in direction is due to the higher
liquid velocity at lower gas flow rate which causes the liquid to be drawn into the
impeller with greater intensity than at higher gas flow rate. Figure 7-27(b) shows the
radial variation in the plane of the impeller. The radial jet causes a region of high velocity
in the bulk starting from the region near the start of the impeller blade up to almost r=5-6
cm (t/R=.5 to .6). The radial profile of the radial velocity in the impeller region looks

quite different from the radial profile seen for the single phase case where the radial
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velocity peaks close to the impeller tip and starts decreasing rapidly. Here the presence of
gas is seen to cause the maximum value to be spread out radially. Further the maximum
radial velocity for Q2N3 is only 0.387 Vtip and for Q3N3 is only 0.287Vtip which is
much lower than the 0.57Vtip observed for the single phase case. Therefore sparging of

gas causes drastic reduction in radial velocities.

VratZ=3.75¢cm
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Figure 7-27(a). Radial Profile of Radial Liquid Velocity at Sparger Plane Z=3.75cm

Increasing impeller speed is seen to clearly cause an increase in the radial velocities and
for a fixed impeller speed decreasing the gas sparging rate causes an increase in the radial
liquid velocity. Figure 7-28 shows the radial variation of the tangential velocity. At
7=3.75 cm (Figure 7-28(a)) the tangential velocity corresponding to Q2N3 is the highest
near the center and progressively decreases away from the center. Interestingly the
direction of the liquid rotation of the fluid changes sign in the bulk (~r=6.0 cm). The
positive sign indicates that the direction of rotation coincides with the direction of
rotation of the impeller. The change in direction of rotation occurs at r=6.0 cm both for
the Q2N3 case and the Q3N3 case. This is clearly associated with the flow reversal

observed at this radial location (refer to Figures 7-20 and 7-21). In the region near the
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center the tangential velocity for Q2N3 is higher than the tangential velocity for Q3N3 by

almost 50% and then it falls almost on top of the other in the bulk region.
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Figure 7-27(b). Radial Profile of Radial Liquid Velocity at Impeller Plane Z=6.75 cm

Interestingly the tangential velocities for the Q3N3 and the Q3N2 cases are very close to

each other (less than 10%) in the central region.
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Figure 7-28(a). Radial Profile of Tangential Liquid Velocity at Sparger Plane Z=3.75 cm
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Figure 7-28(b) shows the radial variation of the tangential velocity in the impeller plane.
The Q3N2 case has a peak value of 0.6 Vtip while the Q3N3 case has a peak value of
0.286 Vtip. The location of the peak value is 1=2.25 cm (1/R=.225) for the Q3N2 case and
r=3.25 cm (1/R= 325) for the Q3N3 case. The decrease in the tangential velocity away
from the impeller is similar for the Q3N3 and Q3N2 case with the curves being almost
parallel to each other beyond r=5.0 cm (/R=0.5). Between r=2.25 (1/R=0.225) to r=5.0
cm (t/R=0.5) for the Q3N2 case the tangential velocity falls more rapidly than in the
Q3N3 case. The Q3N2 case, as expected, does not have a peak near the impeller tip since
this is the bubble column like flow regime (refer to Figure 7-23) where the impeller
action is minimal. The Q3N2 case has a peak in the tangential velocity near the center
(r=1.25 cm, 1/R=.125) and then the velocity falls subsequently. Beyond r=4.0 cm
(r/R=0.4) the bulk liquid is not subject to any rotation in this case.

vt at Z=6.75¢cm
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Figure 7-28(b). Radial Profile of Tangential Liquid Velocity at Impeller Plane Z=6.75 cm

The radial variation of the axial velocities is shown in Figure 7.29. These plots indicate

that the axial velocities cross over from positive to negative velocities at r=6.0 cm
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(r/R=0.6) i.e. from flow upward to flow downward (in the planes below the impeller) and
from flow downward to flow upward (in the planes above the impeller). This along with
Figures 7-20 and 7-21 indicate that this radial location corresponds to the eye of the
upper and lower circulating loops. Hence these regions are associated with very low
velocity which causes the gas to accumulate in the eye of these recirculating loops.
Figure 7-29(a) shows the radial variation of the axial velocity at 7=3.75 cm. The axial
velocities at Q2N3 and Q3N3 are 2 to 2.6 times higher than the axial velocity at Q3N2
near the center. The axial velocities at Q2N3 are 1-40% higher than the axial velocities at
Q3N3. Differences between Q2N3 and Q3N3 are more pronounced near the center and
the walls. The differences are much lower in the bulk region. The axial velocities for the
Q3N2 fall to zero around r=3.0 cm (r/R=0.3) indicating that there is almost no flow in

this region. This is also seen clearly from the velocity vector plot shown in Figure 7-23.
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Figure 7-29(a). Radial Profile of Axial Liquid Velocity at Sparger Plane Z=3.75 cm

Figures 7-29(b) show the reversal of flow with the radial location where the reversal
occurs at r=6¢m (r/R=0.6). At Z=10 cm the Q3N2 case shows a peak in the upward axial
velocity near the center extending from r=2 t03.75 cm (r/R=0.2 to 0.375) beyond which it
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starts falling and becomes negative at r=5.0 cm (/R=0.5). The axial velocity
corresponding to Q2N3 is higher (5-20%) than the axial velocity of Q3N3. This
completes the detailed analysis of the radial variation of the radial, tangential and axial
velocities at select axial planes of interest in the stirred tank reactor. In the following

section the axial variation of these velocity components is discussed in detail.
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Figure 7-29(b). Radial Profile of Axial Liquid Velocity at Z=10.25 cm

Figure 7-30 shows the axial variation of the radial velocity at three different radial
locations r=2.25 cm, 3.75 and 6.25 cm (1/R=0.225, 0.375 and 0.625) corresponding to
regions near the start of impeller blade, impeller tip and point of flow reversal
respectively. Figure 7-30(a), 7-30(b) and 7-30(c) show the influence of the impeller
motion on the radial velocity. The maximum radial velocity is seen at r=3.75 cm
(/R=0.375) as expected. The radial velocity corresponding to Q2N3 is always higher
(10-50%) than the velocities corresponding to Q3N3 case. As expected the Q3N2 cases
shows no influence of the impeller. The axial profile of the tangential velocities (Figure
7-31) show a similar behavior as the radial velocities as seen from Figure 7-30, except for
the fact that the impeller influence is not felt at r=6.25 cm (1/R=0.625). The other two

inner radial locations show the impeller influence clearly and the maximum value of the
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tangential velocity is seen at r=2.25 cm and not at r=3.75 cm. This behavior is to be

vr at 1=2.25cm

expected and has been clearly established for the single phase case by Stoots and

Calabreese (1995).
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Figure 7-30(c). Axial Profile of Radial Liquid Velocity at r
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Figure 7-31(b). Axial Profile of Tangential Liquid Velocity atr = 375cm

This completes the detailed analysis of the liquid velocity distributions in the stirred tank
reactor in the presence of gas. The analysis reveals that together CARPT and CT data
provide extensive qualitative and quantitative information regarding the nature of the gas
- liquid flows. The analysis also shows that it is the combination of the two techniques
which allows us to extract a more complete picture of the nature of the flow. The current
limitation of lack of temporal resolution currently prevents CT from giving us

information about the transient nature of the gas cavities near the impeller region.

Figure 7-32 shows the radial profile of the turbulent kinetic energy at the impeller plane.
The turbulent kinetic energy for the three different conditions are comparable and the
slopes are almost parallel to each other. The kinetic energy starts increasing from the
center until near the wall and then it falls to zero rapidly near the wall region. The profile
of the turbulent Kinetic energy is similar to the profiles reported earlier (refer to Chapter
2) by Ranade and Van den Akker (1994). The non —dimensional maximum values for
Q2N3 and Q3N3 are 0.74Vy;,? and 1.35 Vy,® for the Q3N2 case. The profile of the

turbulent kinetic energies are the same at the different axial planes and hence the detailed
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profiles have not been shown here. The radial profiles of turbulent kinetic energy in the

presence of gas are very different from the profiles seen with single phase flows (Refer to

chapter 4).
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Figure 7-32. Radial Profile of Turbulent Kinetic Energy at the Impeller Plane

In single phase flows the maximum turbulent kinetic energy is typically seen near the

impeller region while in the presence of gas the maximum is seen near the wall region.

7.5

Gas Liquid Flow Simulations via Snapshot Approach

Earlier efforts to model two phase flows in stirred tank reactors have been reviewed in

Chapter 2 (section 2.4). The details of the snapshot approach are also provided in Chapter

2. The geometry and grid used for the two phase simulations are the same as those used

for single phase simulations (refer to chapter 4). In the current study we use the two fluid
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approach (Ishii, 1975 ; and Johansen, 1988). Drag is the only interphase term accounted
for. Preliminary simulations were done with the defauit drag option in FLUENT and
subsequently Tomiyama’s drag correlation modified by Brucato et. al. (1998) correction
factor to account for background turbulence was used. This correction factor enables the
prediction of lower slip between gas and liquid which helps the gas to follow the liquid
more closely. In the current work we use a bubble diameter of 3.0 mm. A standard single
phase k-¢ turbulence model (Launder, 1983) has been used to model the primary phase
turbulence. Secondary phase turbulence effects have been ignored. Boundary conditions
for liquid are similar to those used for single phase simulation (refer to chapter 4). Gas
was introduced through the sparger by activating the momentum source for the gas phase
equations in the cells above the sparger. The gas velocity and holdup were specified such
that there was an appropriate gas flow rate in the sparger region. The top surface of the
reactor was modeled as an inlet (for det;ails refer to Ranade, 2001). Gas liquid simulations
were performed at a) N3Q1- impeller speed of 200 rpm, Q=0.5 L/min b) N3Q3 -
impeller speed of 200 rpm, Q=5 L/min and c) N4QI- impeller speed of 400 rpm, Q=0.5
L/min. The converged results of N3Q1 were used as initial guesses for both N3Q3 and

N4QI case. Below we present some preliminary results.

7.5.1 Results and Discussions

Typical velocity vector plots of the gas and liquid phase are shown below in Figures 7-
33a and 7-33b at conditions N3Q1 and N3Q3. Figure 7-33(a) shows that for the N3Q1
case the liquid velocity vectors resemble the single phase recirculating flow structure
characterized by a radial jet in the impeller region and two recirculating loops above and
below the impeller. According to Figure 7-3 this condition corresponds to the vortex
clinging cavity regime and the Fr number is high enough for it to have more than limited
recirculation but less than complete recirculation of the gas phase. However, a look at the
gas phase velocity vectors suggests that there is negligible gas recirculating and most of
the gas just rises up through the center of the column. This would suggest that the

interfacial slip velocities between gas and liquid are high probably because the drag
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coefficient is being underestimated. Figure 7-33(b) shows the liquid and gas phase
velocity vectors corresponding to the N3Q3 (bubble column like regime, Figure 7-3,
Chapter 7). This figure qualitatively looks similar to the Figure 7-22 (Chapter 7) but here
the impeller is still seen to be effective. In Figures 7-34(a) and 7-34(b) the contours of
turbulent kinetic energy and holdup are shown at N3Q1 and N3Q3, respectively.

Figure 7-33(a). Predicted Flow Field for N3Ql Case. Left: Vectors of Liquid Phase;
Right: Vectors of Gas Phase

PS5

:{f

Figure 7-33(b). Predicted Flow Field for N3Q3 Case. Left: Vectors of Liquid Phase;
Right: Vectors of Gas Phase
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Figure 7-34(a). Predicted Flow Field at N3Q1. (Left: Contours of Turbulent Kinetic
Energy; Right: Contours of Gas Holdup). Ten Uniform Contours Maximum Value =

0.1(Black) and Minimum Value = 0 (Blue)

Figure 7-34(b). Predicted Flow Field at N3Q3. (Left: Contours of Turbulent Kinetic
Energy; Right: Contours of Gas Holdup). Ten Uniform Contours Maximum Value =

0.6(Black) and Minimum Value = 0 (Blue)
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The above figures suggest that the flow pattern predicted by CFD is itself vastly different

from that obtained with CARPT. CFD predicted liquid velocities are different both in

magnitude and in qualitative trends, from CARPT measured values which allows little

scope for comparison. It was not possible to compare the gas holdup profiles from CFD

with CT since CFD predicts very low values (0.0005 to 0.01) of the gas holdup and in

regions away from the impeller predicts that negligible gas is present (unlike CT, refer to
Figure 7-26).

The problems in the current simulation could be due to the following reasons:

a)

b)

d)

Use of Incorrect Drag Formulation: Lane et. al. (2000) indicated that using a
lower value of drag correction factor may have worked for their case but also
caution that it cannot be really generalized. Preliminary calculations performed
with the default drag correlations in FLUENT suggested that the gas holdup
pattern is extremely sensitive to the drag correlation used.

Account for Secondary Phase Turbulence: The fact that the turbulent kinetic
energy profiles are vastly different and the CFD predictions are orders of
magnitude lower suggest that we may need to account for the influence of the
secondary phase turbulence.

Role of Boundary Conditions: In the current study we set the top liquid surface
as an inlet and set the liquid velocity to be zero and that the gas rises at its
terminal rise velocity of 20 cm/s. It is not clear if this is influencing the quality of
the predictions. In the current study since we started with a very fine grid it was
not possible to systematically inspect the role of boundary conditions and the role
of drag by trying different combinations of these. A major problem faced in the
current work was that the time taken for convergence for one condition was
extremely long which allowed little opportunity to change conditions and rerun
these cases.

Use of Single Bubble Size: In the stirred tank reactor given the range of
turbulence scales present, and the different forces present in different regions of

the tank it is to be expected that there will be a distribution of bubble sizes. The
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drag coefficients calculated in each region depend on the bubble size. Smaller
bubble sizes cause the drag coefficients to be higher and therefore will predict
smaller slip between gas and liquid. Therefore, using one single bubble size may
also introduce considerable errors in the simulation unless of course a drag
correlation independent of bubble size is used and shown to have reasonable

predictions.

The current study clearly indicates a need to repeat the exercise using a much coarser
grid than used for the current study and systematically examine the influence of
various different parameters on the sensitivity of the predictions of this approach. The
current work also clearly indicates that CFD in two phase stirred tanks is still in its
early stages needing a lot more work in terms of development of physics based

models.

7.6  Conclusions

A detailed analysis of of data obtained by CARPT - CT in gas — liquid flows in stirred
tank reactors is provided. A numerical model was developed to simulate a typical CT
experiment to quantify the role of the error due to dynamic bias. This numerical model
revealed that this error may not be significant for the conditions under which the current
CT set up operates. The current study using the CT set-up achieved the following:

e The CT technique was able to capture the internals of the reactor like the baffles,
the blades of the impeller and stainless steel shaft without having an prior
information about their existence. This ability of the CT technique is valuable
when applied to industrial reactors where it may not always be possible to get
inside the reactor to check if all the internals are where they ought to be. CT even
reveals the minute details such as whether the impeller is perfectly centered in our
case.

e CT was able to capture the gas jets emerging from the sparger at an axial plane

just above the sparger. The presence of eight circular jets on that plane also
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clearly revealed the fact that all the eight sparger holes are functioning and don’t
suffer any malfunctioning due to blockage of the holes. This aspect would also be
valuable when the technique is applied to industrial reactors where very often the
sparger holes could get blocked by presence of contaminants.

Volume averaged holdups obtained by CT reveal spatial variations which agree
reasonably well with the variations reported in the literature. Comparison of
overall holdup obtained by CT with the predictions by standard correlations
available in the literature reveal that measured values are within the range of
holdups predicted by the correlations. This ability of CT to provide the overall
volume averaged holdup should be of considerable interest since currently crude
techniques like gas disengagement, are still being employed to obtain the overall
holdups. Morud and Hjertager (1996) report that errors with these techniques can
be as high as 5-10%.

CT was shown to provide'detailed contours of the gas holdup distributions at
different axial planes. These detailed contours have the potential to quickly help
us in identifying regions of maldistribution if there are any. For the current
system, at operating conditions used, the gas holdup distribution was shown to be
very close to being uniform.

It was also pointed out that the current temporal limitation of the CT technique
limits the technique from capturing the time varying gas cavities in the impeller
region.

The effect of system parameters like impeller speed and gas sparging rate on the
local gas holdups can be quantified from the CT measurements.

The local gas holdup profiles were found to exhibit at least three local maxima a)
near the impeller region b) in the bulk region around r/R~0.55 to 0.6 and c) very
close to the wall region. Earlier researchers like Nagasse and Yasui (1983) had
also observed at least two maxima in the radial profile of the gas holdup. The
maximum near the impeller region is obviously due to the phenomenon of cavity
formation. With increase in Fl the location of the first maximum shifts radially

outward from the shaft to the impeller tip region. The presence of the second
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maximum could be explained when the liquid velocity profiles from CARPT at
the same conditions were examined. The liquid velocity profiles reveal the
existence of a circulating loop like structure most often both above and below the
impeller or at least of one circulating loop. The eye of the loop (the region of low
velocity) was found to be located at a radial position of r/R~0.55 to 0.6. This
clearly indicated that this region of low velocity provides the necessary impetus
for the gas to accumulate in the bulk.

e The identification of regions where gas tends to accumulate preferentially helps
us in deciding what would be potentially good regions to sparge gas into. The fact
that these locations shift with operating conditions would also help us in
identifying operating conditions which will enable us to make the optimal use of
existing spargers for such reactors.

e Al this also reveals the enormous potential which the CT technique possesses for
quickly evaluating if a certain new impeller design is actually capable of doing

the job it is supposed to.

The CARPT technique was shown to capture in detail various aspects of both the liquid
as well as gas flow structure in these reactors. The qualitative description of the liquid
velocity vectors from CARPT are by themselves very informative for the reasons listed
below:

e The velocity vector plots help us in identifying what is the regime of operation.
The vector plots revealed CARPT’s ability to capture both the classical
recirculating flow structure observed in single phase flows and a different regime
closer to a bubble column like flow. The vector plots in the axial planes revealed
the role of circulating vortices which rotated in the same direction as the impeller
in the central region and in the opposite direction in the region away from the
impeller. This regime identification could be very important in deciding what kind
of phenomenological models can be used to model such reactors.

e The velocity vector plots can capture the finer details of the liquid flow structure,

like locations of eye of circulating loops, height and width of circulating loops
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and how these parameters change with the impeller speed and gas sparging rates.
These details are valuable inputs for reactor modeling of industrial reactors based
on compartmentalization of the reactors. Currently, reliable CFD simulations of
reactive flows is still too expensive computationally that a compartment based
multi-scale model (Ranade, 2002) still seems to be the model of choice. Such
models require a number of inputs like how many compartments should a reactor
be broken into, where should these compartments be placed, what should their
size be, what would be the liquid flow rates between these compartments and how
do the gas holdups in these compartments vary with the operating parameters.
CARPT and CT technique can provide just this kind of data.

CARPT data was also shown to capture the sparger effects. This ability to pick up
the effect or presence of internals by two different experimental techniques also
serves as an internal validation of the two independent experimental techniques.
The detailed velocity profiles from CARPT help us in quantifying the influence of
the impeller speeds, the extent of its influence and how gas sparging rate affects
the liquid velocities and their flow structure. The current study has provided for
the first time detailed reliable local gas holdup data at a number of conditions and
extensive liquid velocity and kinetic energy distributions in the stirred tank
reactor.

It is expected that this study will provide the much needed impetus for further
development of CFD simulations of gas — liquid simulations of stirred tank
reactor. Until, now there have been a handful of CFD simulations in this system
and these are currently limited by the lack of reliable local holdup and velocity
information.

Attempts to simulate gas — liquid flows in stirred tanks with the Snapshot
approach using currently available drag formulations produced results that are not
in agreement with experimental evidence. Additional work is needed in

improving closures.
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Chapter 8

Summary, Conclusions and Recommendations

The objectives of this research have been three fold: 1) To investigate the single phase
flow field in stirred tanks with CARPT and provide quantitative estimates of the
capabilities of the technique, 2) To develop a data base using CARPT-CT in gas-liquid
flows in stirred tanks at high gas holdups when other techniques fail, and 3) To critically
evaluate the ability of commercially available CFD codes to predict the observed flow

fields in single flows in stirred tanks.

To accomplish these objectives we began by systematically implementing the CARPT
technique in single phase flows in stirred tanks. Stirred tank reactors unlike bubble
column reactors or liquid — solid risers offer a number of challenges in implementing
advanced techniques like CARPT and CT. Some of these challenges are:

e Presence of internals like the baffles, impeller, shaft, sparger etc. enhance the
complexity of these flows. Solid wall collisions can cause serious damage to
tracer particle, tracer particle could get trapped in dead zones behind these
internals bringing the experiment to a halt, attrition of particle due to collisions
with rotating impeller blades and careful choice of material of construction for
internals and size is necessary to ensure minimum attenuation of the radioactive
counts emitted by the CARPT tracer.

e Further in the stirred tank reactor there are regions of extremely low tracer
residence times (near the impeller residence times are of the order of the CARPT
sampling time) and regions of very high tracer residence times (dead zones at the
bottom, 100 times the sampling time). Such vast differences in residence times
have not been encountered in the systems in which the CARPT technique has

previously been employed.
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 The velocity gradients in this system are also very high typically of the order of

75s™ to 300 s which is about 10-20 times the velocity gradients encountered in
bubble column reactors or liquid solid risers.

o The turbulence levels in stirred tank reactors are at least 10-50 times higher than
the turbulence levels encountered in these other systems explored at CREL.
Further, in stirred tanks the changes in turbulence levels also occurs over every
small length scales i.e. while regions close to the impeller experience fully
turbulent flow, regions outside the influence of the impeller are usually in the

transition regime between laminar and fully turbulent flows (at Re < 10,000).

Hence, the first part of the current study was to develop the appropriate tools to ensure
that CARPT can be successfully implemented in this system. Single phase flows in
stirred tanks have been studied extensively and offered an opportunity for us to critically
evaluate the capabilities of the CARPT technique. The contributions of this first part of
the thesis work are:

e CARPT was shown to capture the key features of the single phase flow like
recirculating loops above and below the impeller, radial jet in the impeller plane.
A detailed qualitative validation was also provided by comparisons with existing
data from other experimental techniques like LDA, DPIV, etc.

e Detailed comparisons of quantitative features of flow like variations of radial
pumping number, dimensionless mean radial and tangential velocity,
dimensionless turbulent kinetic energy revealed that CARPT captures the right
qualitative variation of these parameters. Quantitative comparisons indicated that
size of CARPT tracer resulted in filtering of some of the fluid phase turbulence.

e CARPT enabled us to obtain valuable Lagrangian information like sojourn time
distributions, return time distributions to the impeller region, Hurst exponents
which provide valuable inputs to compartment based reactor models and serve as
additional data to validate the ability of CFD codes to predict the system

dynamics.
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o This detailed validation allowed us to perform a needed evaluation of the

capabilities and limitations of the CARPT technique.

e The investigation of CARPT capabilities indicate the following:

a)

b)

Errors introduced by CARPT data acquisition technique and existing CARPT
position reconstruction algorithms were assessed. Acquisition of the total
energy spectrum was found to introduce considerable spread in the
calibration curves particularly in systems with internals and walls of high
density (like Stainless Steel). Hence a new data acquisition strategy where
only the photopeak fraction of the total energy spectrum was found to help in
containing this error. A semi Monte Carlo like algorithm was developed
which allows faster reconstruction of particle location (compared to the full
Monte Carlo) but still retains the useful features of the full Monte Carlo
model.

A Monte Carlo based model was developed to account for the ‘dynamic bias ¢
which is critical to ensuring the quality of CARPT data at high velocities.
This model was partially validated by some carefully designed single phase
experiments which showed that the dynamic bias error introduces a
systematic offset in the CARPT measured velocity information. The offset
was found to increase with increase in impeller speeds and offset decreases
with increasing sampling frequency till a plateau is reached. At very high
sampling frequencies the statistical nature of the experimental technique
introduces more error causing the offset to increase. This experimental study
provides an opportunity to develop an empirical correlation to correct the
CARPT measurements as a function of system parameters like velocities and
sampling frequency.

A CFD based two dimensional particle tracking simulation was performed
which allowed us to evaluate the errors introduced by the CARPT processing
algorithms and more importantly addressed the critical question of “ How
closely is the CARPT tracer following the fluid?”. This two dimensional

model brought to light several important issues in tracer selection and
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established that density difference is more critical than size of tracer as far as
flow followability of tracers is concerned. The study also enabled us to
understand the loss of turbulent kinetic energy information obtained with 2.3
mm tracer in the stirred tank reactors, and revealed the importance of
appropriate choice of grid size for converting the Lagrangian information into
Eulerian information. This study enables a priori evaluation of CARPT
tracers in different flow fields. The work also brought to light a fundamental
issue which is the lack of engineering models to describe the lift force acting
on a neutrally buoyant tracer.

e Further in this first part of the thesis the ability of commercial codes (FLUENT
4.5) to capture single phase flows was evaluated using two quasi steady models
the Multiple Refernce Frame (MRF) and the Snapshot aproaches. These models
were shown to capture the mean velocity fields reasonably accurately in very
short periods of time without requiring any apriori inputs. This revealed the
potential of these quasi steady models to be used as design tools for scale — up of
single phase stirred tank reactors.

e In the second part of the thesis the techniques of CARPT and CT were extended
to characterizing gas — liquid flows in stirred reactors. This enabled us to initiate
the creation of a reliable data base of local gas holdup profiles over a range of Fl
and Fr and extensive liquid velocity data.

e The resolution of the CT system was improved from 6.0 mm to 3.0 mm. The
contribution of the dynamic bias error was shown to be negligible for conditions
of current interest. Detailed gas holdup contours from CT revealed techniques
ability to capture details of gas flow structure. Local gas holdup profiles at
different axial planes obtained for the first time.

e Detailed Lagrangian information of the liquid velocity was obtained in such
systems for the first time. Liquid velocity data obtained from CARPT allowed us
to explain the gas holdup profiles from CT, gives information about flow regime,
type of liquid flow structure associated with a certain regime and distribution of

turbulent kinetic energies.
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e The magnitude of the radial and tangential liquid velocities in the presence of gas
was found to be lower (in the impeller region) than the corresponding single
phase case. The presence of gas as expected lowered the radial pumping capacity
of the impeller which resulted in shorter heights of recirculation loops above the
impeller.

e Turbulent kinetic energy profiles in the presence of gas were very different from
the single phase profiles with the turbulent kinetic energy increasing with radial
distance from the impeller. |

e Preliminary simulations were performed with the computational snapshot
approach. These simulations revealed that simulating gas — liquid flows in stirred
tanks is a lot more complex due to the interplay between several different forces
and dominant role played by turbulence. The study echoed the need for physics
based models for interfacial closures voiced by Lane et. al. (2000). The
simulations were found to be extremely sensitive to the interfacial drag closures
and lack of appropriate closures forms were found to result in very poor
predictions of gas and liquid flow pattems and the gas distribution in these

reactors.

In the following section we provide recommendations for future research.

8.1 Recommendations for Future Research

In this thesis under the broad framework related to gas — liquid flows in stirred tank

reactors several different aspects have been investigated. These lead to several open

research problems, which could form topics for further investigation. Some of these
issues are listed below

e The issue of dynamic bias in CT has been probed using a numerical model. The

value of this study would be greatly enhanced if these results could be supported

by experimental verification of the dynamic bias error contribution like done for

the single phase study in stirred tank reactor. Some preliminary work has already
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been done to design some special experiments which simulate the passage of a
bubble motion in a reactor with the bubble oscillating along a prescribed path
with known frequencies. These carefully designed experiments need to processed
and their results used as a starting point for quantifying the dynamic bias errors in
CT.
Some preliminary simulations were done to quantify the dynamic bias in CARPT.
A more detailed program needs to be undertaken to simulate the various
experimental cases and establish the validity of the Monte Carlo model. This
detailed program would endow us with a powerful tool which could then be used
to assess the role of dynamic bias in other systems like the gas — solid riser where
the issues of dynamic bias could be much more relevant. An important issue not
addressed in the current study is to develop some kind of a correction factor to
account for the dynamic bias error. This would allow us to extend the current
studies in stirred tank reactors to much higher impeller speeds.
Preliminary experiments were done with CARPT to experimentally quantify the
flow followability of the CARPT tracer particle of various sizes. These
experiments need to be repeated in a more carefully designed set of experiments
using the results of the numerical particle tracking experiments as a starting point.
This would enable us to develop an appropriate criterion for tracer particle
selection for different types of flows. .
The studies with gas — liquid flows in stirred tank reactors need to be extended by
performing similar experiments with different impeller types. For the current
study the Rushton turbine was selected since a number of researchers have
reported their observations for this kind of impeller. Now that the CARPT- CT
data in two phase has been validated these techniques can now be used to explore
previously uncharted regimes of flow. A very careful design of the experiments
have to be done ensuring that there are other global measurements like using local
gas holdup probes (which are currently being developed in the group), overall

power measurements and level based overall gas holdup measurements are
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performed. This will enable us to create a set of internally validated accurate data
for industrial use.

Some preliminary efforts were made at evaluating two-phase simulations in
stirred tank reactors. This area needs to be explored in a much more detailed and
systematic fashion. Two phase flows in stirred tank reactors are much more
complex than two phase flows in systems like the bubble column reactor or riser
reactor, etc. The complexity arises due to the phenomena of cavity formation in
vthe impeller region due to an interaction between several different forces like the
centrifugal force, pressure force, buoyancy etc. These interactions result in a wide
variety of flow regimes in stirred tank reactors. To capture these different regimes
a basic understanding of the physics behind the different forces is required to be
able to formulate appropriate interphase momentum exchange coefficients.
Moreover the contribution of turbulence in enhancing the drag coefficients is very
significant in the stirred tank reactor. Currently only one or two studies make an
effort to come up with modifications to the standard drag correlations to account
for the turbulent drag. More fundamental studies are needed to understand the
mechanism which enhances the drag coefficient and based on that develop a

model.
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Appendix A
Grid Independence of Computed Mean Quantities from
CARPT

Three different grids were examined in this study. The details of the grids are given
below in Table A-1.

Table A-1. Details of the Grids Examined in this Study

Grid Grid I (GI) Grid II (GII) Grid I1I (GIII)

Parameters

N; 36 72 72

N; 10 40 20

Nk 20 80 40

Ar (cm) 1.0 0.25 0.5

Az (cm) 1.0 0.25 0.5

AO (degrees) 10° 5° 5°

.In Table A-1, Nj is the number of compartments in the angular direction, N; is the
number of compartments in the radial direction and N is the number of compartments in
the axial direction. For each grid compartment the radial and the axial variation of the
radial velocity, the tangential velocity and the axial velocity were examined. The radial
variation was examined at three different axial planes (Z,=D/5, Z,=D/3 and Z3=D/2,
where D is the tank diameter). The first and the third axial planes correspond to the axial
locations of the eye of the lower and the upper recirculation loops, respectively
(Rammohan et al., 2001). The second axial plane corresponds to the impeller midplane.
Similarly, the axial variation was examined at three different radial locations (r;=D/6,

r»=D/3 and r3=2D/5). The first radial location lies at the impeller tip and the third radial
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location corresponds to the radial co-ordinate of the eye of the two recirculation loops.
The results are shown below in Figures A-1 to A-3. The results with finer grids GII and

GIII seem to converge while the coarsest grid results are somewhat different.
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Due to current limited duration of CARPT runs there are inadequate statistics when one
uses very fine grids (i.e. insufficient number of particle visits) and, therefore, at present
we cannot tell whether current CARPT results are completely grid independent.
However, the results presented so far are encouraging since for a number of variables the
finer grids II and IIT produced results that are very close. Therefore we use grid III for

interpretation of all the data in Chapter 4.
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Appendix B

Dynamic Bias in CT

CT relies on the attenuation of a beam of (high-energy) photons that travels through a
medium consisting of air and water. As the attenuation follows an exponential-law, errors
in the estimated fraction of gas (air) along a line through the two-phase mixture arise as a
consequence of fluctuations in time of the gas (air)-fraction. This is easily understood, as
the ensemble average of the logarithm of the attenutation ratio is different from the

logarithm of the ensemble average of the attenutation ratio i.e.

)4

:In CT, we use many different scanning lines for the y-beam and try to reconstruct the 2-

dimensional gas fraction field in a time averaged sense from these chordal measurements.

Obviously, every measurement will be an average in time and thus ‘spoiled’ by the above

inequality. The question addressed in this section is:

e What is the influence of fluctuations in the gas fraction in a part of the measuring
plane?

This error is quantified by the ‘dynamic bias’ defined as:

Dynamic Bias= %% 100 (B-2)
a

[

where &: is the true time average defined as:
— 17
o, == _[a(t)dt (B-3)
T 0

and ZZ: is the time average from CT obtained from:
T,0e(r) = expl- A1 - ) (B-4)
where A is the mean free path, T, (), is the projection measurement obtained from CT.

This study attempts to quantify the limits on the dynamic bias for different CT sampling
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rates 7 and bubbling frequency (I/tb), propagation of dynamic bias error from pixel to

pixel and sensitivity of the error to the gradients in the holdup distribution.

B.1 Approach

To answer these questions numerical data are generated and reconstructed. The advantage

is that these data can be noise-free and the fluctuating gas fraction is known exactly.

I(k,n

M(k)

o(i,j

1

Figure B-1. Schematic of Radiation Received by Detector Traveling through Column
Media

Figure B-1 shows the principle of this simulation. The gas fraction distribution is
represented by a N*N grid (6*6 in the figure). In each grid cell there is a gas fraction,
a(i,j) which in principle is a function of time. A measurement is performed by having a
line-beah of y’s cross the measuring area, i.e. the grid, in a specified direction. The
beams are assumed to be generated corresponding to the fan beam geometry found in the

CT set-up at CREL. The lines thereby pass through various grid cells and will be
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attenuated by that cell according to the gas fraction in that cell and the path length I(k,n)
(in blue in the figure B-1.) through that cell. When leaving the grid, the number of counts
received in the sampling time can thus be calculated (assuming 4, << 4 ), according to:

M(k)=Mg exp(-upa%ll(c kpJi-of i.j)]} (B-5)
where p=1 to N*N pixels. For the reconstruction of N*N pixels, at least N*N
independent measurements M(k) are required. It is convenient to introduce the vector A
(of length N*N) that contains all c(i,j) values, defined as:

A(k)=a([i-1]*N+j) (B-6)
where k=1,2,....N*N, I=1,2,.N and j=1,2,.N. These N*N measurements correspond to

the total number of projections used in the CT measurements (for eg. 9702 projections).

B.2 Forward Problem

Now the ‘forward problem’ that simulates the measurement along N*N independent

lines, can be written as:
M(k)=Moexp(—uZL(k,n)ﬁ-A(n)]) B-7)
n

with the matrix L (N*N,N*N) containing on each row the length of the paths of a y-beam
through the individual cells. It will be clear that L contains many zeros. Hence the
information contained in L is stored in a single dimension array with another single
dimensional array containing the location of the non-zero elements of the original L

array.

So, the task is now to: (i) prescribe a(i,j), (i) set up L and (iii) carry out measurements
over a given time interval, At. The latter is done by sub-dividing the actual interval At
into smaller intervals of length &t, during which the fluctuating o(i.j) is kept constant.
Obviously, this is just digitizing of o(i,j) in time. Summing all the contributions to the

count rate of the intervals 3t, gives the count rate in At. Depending on the choice of the
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time scale of the gas fraction fluctuations (and the amplitude of that) this has a weak or

strong effect on the reconstructed gas fraction distribution.

B.3 Backward Problem

The backward problem, i.e. the reconstruction of a(i,j) from M(k) can be done by using
the EM algorithm which needs the projection measurements and the information about
the L matrix and the convergence criterion. In this way the combined effect of the
fluctuations and the use of the algorithm can be investigated without the influence of

measurement noise.

B.4 Implementation

The calculation of the L-matrix, generation of a fluctuating gas fraction and the
calculation of the measured count rate is done in a FORTRAN code. The generation of L
matrix for the fan — beam geometry uses the code FANMAT.f developed by Kumar
(1994). This code uses a sub-sampling time of dt=le-3 (value can be changed in the
include-file). So 50 samples for one measurement (Nsamples=50) would result in a

sampling time of 50ms.

The gas fraction distribution is created (for each specific time-interval Ot it is
recalculated) by assuming that in each grid cell, the gas fraction fluctuates according to a
block function, mimicking the passage of a bubble or group of bubbles. So, the

‘instantaneous’ gas fraction in a cell as a function of time looks like:

a(i.j) fraction(i
“—n
time

Figure B-2. Details of Simulated Gas Holdup Fraction
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Four parameters are important here:

(i,j), the period of the fluctuation in cell (i,j). This time is coupled to the velocity profile
of the bubbles and a characteristic length scale 8s. In the example-program the velocity
varies from relatively low at the walls to high in the center, for 8s the arbitrary value le-

2m is chosen.

fraction(i,j), representing the fraction of time that the gas fraction is low. This value

controls the true time-averaged gas fraction.

Two a(i,j) base levels: a low value and a high value. Obviously, also these influence the
true time-averaged gas fraction. Once the instantaneous gas fraction distribution is
calculated, an instantaneous count rate is calculated.Subsequently, the contribution to the
true time averaged gas fraction and the number of counts are each added to the mean gas
fraction and the total count rate for the entire measuring period. Then, the cycle is
repeated. Finally the data are written to file: Once these data are generated, the EM
algorithm recalculates the gas fraction profile according to equation (7-32). The caculated
values are then compared with the original time averaged gas holdup distributions. These

results are discussed below in the following section.

B.5 Results and Discussion of Dynamic Bias Error

B.5.1 Dynamic Bias in N*N Pixels

In this section the dynamic bias error has been evaluated for three different types of input
gas fields and for two different pixel sizes (4 X 4 and 20 X 20) for each input. The inputs

differ in the ratio of time scale of holdup fluctuation to CT sampling time i.e. At/7 either

<<l, ~1 or >>1.

Error with Input of Type 1
The details of the holdup variation corresponding to input of type 1 is shown below in

Figure B-3. The holdup variation in each of the 4 X 4 pixels is the same and they are all
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synchronized. This results in the following true and reconstructed time averages: This
comparison shows that there are slight differences between the reconstructed and the true
time average field. The errors however are seen to vary between —0.8% to —2.4%. The
errors in the center for this case seem very slightly higher than the errors near the wall.
For the same type of input when 20 X 20 pixels are used the errors increase slightly but

they are still seen to be between -0.8% to —4%.
0.2

0.18r .

0.16 .
©
0.14: i
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Time in seconds

Figure B-3. The Parameters are At = 0.01s; T = 0.0327s, Al,y=0.125, Nsample = 100
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Figure B-4.Comparison of True Time Average with Reconstructed Time Average for

Input of Type 1 on a4 X 4 Pixel

The details of inputs of type 2 and type3 are shown below in Figures B-5 and B-6
respectively. For both these inputs the errors are between —0.8 to -2 % for the 4 X 4 pixel
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and —0.8 to -4 % for the 20 X 20 case. These studies seem to suggest that the errors due
to the dynamic biasing are not considerable and therefore the CT determined holdup
values may be considered truly representative of the time averaged gas holdup local
value.

Table B-1. True Time Averaged Distribution for Input Type 1
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Figure B-5. The Parameters are At = le-3 s; T=0.0327 s, Alyy = 0.125, Nsample=100
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Figure B-6. The Parameters are At =le-2 s; T = 0.00327 s, Aly = 0.123, Nsample=100

B.6 Conclusions on the Dynamic Bias in CT

For all current simulations it was assumed that the CT sampling times are long enough

for source emissions to be considered constant (for details refer to Wyman and Harris,
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1985). Dynamic Bias (DB) effect was studied in N pixels. DB in Npixels has been
studied numerically. The EM algorithm was used for the numerical procedure after
ensuring that the E.M. algorithm does not introduce any errors of its own. Effect of three
types of holdup profiles were studied on two different grid sizes (4 X 4 and 20X 20). For
the smaller grid size for all 4 input types the reconstruction overestimated the holdup and
errors were of the order -2.5 to -0.8 %. Smaller sampling times reduce the DB but very
small intervals are expected to increase error due to source fluctuation. If sampling time
is smaller than bubbling time scale then less error is introduced. With larger number of
pixels DB increases. For input types 1-3 (CT sampling time comparable to bubble time
scale, less than bubble time scale and greater than bubble time scale) error was in the
range of -4 to -0.8 %, slightly larger than the errors with smaller pixel. Based on the
obtained estimates of the dynamic bias errors in the current holdup measurements by our

CT are quite reliable.
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Appendix C
Gas Holdup Variation in STR from Computer
Tomography

C.1 Analysis of Contours of Gas Holdups

Corresponding to the different flow regimes there are fifty different data points from the
CT experiments of which nine select conditions (corresponding to the three conditions at
which CARPT data are available) are analyzed. Three of these are reported in Chapter 7
and the remaining six conditions are reported below. The figures below show the gas
holdup distributions in the different axial planes in the stirred tank reactor. The figures
are analyzed for the distribution pattern of gas and possible asymmetries in the

distribution of gas.

ghpn3q2zt

rinem

Figure C-1(a). Gas Holdup Distribution at Fl = 0.042 and Fr = 0.0755 (N = 200 rpm, Q =
2.5)/min)and Z=5.0cm
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Figure C-1(b). Gas Holdup distribution at Fl = 0.042 and Fr = 0.0755 (N =200 rpm, Q =

2.5 l/min) and Z=10.0 cm
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Figure C-1(c). Gas Holdup distribution at Fl = 0.042 and Fr = 0.0755 (N = 200 rpm, Q =

2.5 1/min) and Z = 15.0 cm
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ghpn3q3z1

Figure C-2(a). Gas Holdup distribution at Fl = 0.0842 and Fr = 0.0755 (N =200 rpm, Q =
5.0 /min)and Z=5.0 cm
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Figure C-2(b). Gas Holdup distribution at Fl = 0.0842 and Fr = 0.0755 (N=200rpm,Q =
5.0 /min) and Z = 10.0 cm
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ghpn3q323

rincm

Figure C-2(c). Gas Holdup Distribution Fl = 0.0842 and Fr = 0.0755 (N = 200 rpm, Q =
5.0 /min) and Z=15.0cm

In the above figures the gas holdup distribution at three different axial planes for different
gas sparging rates and impeller speeds have been shown. In general for each condition
the amount of gas at the highest axial plane i.e. Z=15cm seems to be lower than the gas
found in the other axial planes. At the lowest plane i.e. Z=5 cm a ring of gas can be seen
with a radius of around 3.3 cm. This ring obviously corresponds to the region of gas
jetting from the sparger. For a fixed gas flow rate increase in impeller speed seems to
increase the amount of gas found in this region (due to greater gas dispersion) while an
increase in gas flow rate for fixed impeller speed seems to result in the gas being
concentrated more within the circle of radius 3.3 cm. This is seen clearly from both
Figure C-2(a) where a circular band of very low to negligible gas hold seems to circle the

central portion of diameter 3.3 cm. The gas holdup in the outer ring seems unchanged at
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the different conditions at the lowest axial plane. At the central plane z=10 cm two zones
seem to exist a central ring and an annular ring. At this plane as expected the sparger
effect is not felt. The central ring probably corresponds to the stream of gas either
entraining like in a bubble column or the gas being brought down by the liquid being
drawn into the impeller region. The gas in the outer ring probably corresponds to the gas
rising up either with its terminal velocity or being dragged up by the liquid. In the central
plane for a fixed impeller speed increasing the gas flow rate seems to increase the gas
holdup in the outer ring and a decrease in the gas holdup in the inner ring. This would
suggest that the gas seen in the central region is probably more due to the gas being
drawn into the impeller region by the liquid than the gas rising up like in a bubble
column. This can be seen to be the case from figures C-1(b) and C-2(b). In C-1(b) gas in
central ring is more due to lower gas flow rate the impeller effect is more pronounced and
therefore more gas is being drawn into the impeller region. While in C-2(b) there is lesser
gas in the central region which probably corresponds to the gas just rising up like in a
bubble column and due to the increase in gas flow rate more of gas is seen in the outer
ring. At the highest axial plane Z=15 cm the behavior is similar to the central plane
though at a fixed impeller speed the gas in the central portion remains the same but the
amount of gas in the outer ring increases. In all the above cases the gas is seen to be

distributed axisymmetrically.
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